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We present a pipeline for fast GRB source localization for the Advanced Particle-astrophysics
Telescope. APT records multiple Compton scatterings of incoming photons across 20 CsI detector
layers, from which we infer the incident angle of each photon’s first scattering to localize its source
direction to a circle centered on the vector formed by its first two scatterings. Circles frommultiple
photons are then intersected to identify their common source direction. Our pipeline, which runs
in real time on low-power hardware, uses an efficient tree search to determine the most likely
ordering of scatterings for each photon (which cannot be measured due to the coarse time-scale
of detection), followed by likelihood-weighted averaging and iterative least-squares refinement to
combine all circles into an estimated source direction. Uncertainties in the scattering locations
and energy deposits require that our pipeline be robust to high levels of noise.

To test our methods, we reconstructed GRB events produced by a Geant4 [1] simulation of APT’s
detectors paired with a second simulator that models measurement noise induced by the detector
hardware. Our methods proved robust against noise and the effects of pair production, producing
sub-degree localization for GRBs with fluence 0.3 MeV/cm2. GRBs with fluence 0.03 MeV/cm2

provided fewer photons for analysis but could still be localized within 2.5 degrees 68% of the
time. Localization time for a 1-second 1.0 MeV/cm2 GRB, measured on a quad-core, 1.4 GHz
ARMv8 processor (Raspberry Pi 3B+), was consistently under 0.2 seconds — fast enough to
permit real-time redirection of other instruments for follow-up observations.
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1. Introduction

The Advanced Particle-astrophysics Telescope (APT) [2] is a space-based observatory, currently in
development, to survey the entire sky for gamma-ray sources in the MeV to ∼TeV range. APT’s
goals include prompt detection of energetic transient events in the distant universe, such as gamma-
ray bursts (GRBs), and rapid communication of these events to narrow-band instruments that can
conduct follow-up observations in other spectral bands. Pursuant to this goal, we are developing
analytical methods to perform real-time detection and localization of events, which will run on
computing hardware on the orbiting APT platform.

In this work, we focus on detecting events for which most incident photons have energies in
the Compton regime (511 keV to a few MeV). For such events, the photons of interest Compton-
scatter one or more times within the detector, depositing energy with each scattering, until they are
eventually photoabsorbed. All scatterings for one photon appear simultaneous at the time resolution
of the detector. Our analytical tasks are twofold: first, to identify the first two scatterings for each
photon in order of occurrence, which localizes the source’s direction to an annulus centered on the
line connecting these scatterings; and second, to combine the annuli from all detected photons to
estimate the most likely direction in the sky for a distant point source (the GRB) that emitted them.

Several computational challenges arise in building a robust pipeline of algorithms for event
detection and localization. The pipeline must accurately localize even low-fluence events (at most
a few thousand total incident photons) while being efficient enough to keep up with high-fluence
events (around 105 photons/sec) involving many photons that might scatter 5 or more times within
the detector. It must yield results quickly enough to permit rapid retargeting of narrow-band
instruments to the event – ideally in well under a second. And it must deliver this performance
using a low-power processor of the type feasible for a space-based platform. All of these criteria
must be met while also dealing robustly with the measurement limitations of the APT detector.

This work describes a computational pipeline for Compton-regime reconstruction and event
localization. We build on the basic approach of Boggs and Jean [3] to reconstruct photon trajectories
within the instrument by minimizing disagreement between the reconstructed angle of each scatter-
ing and the energy it deposited. To eliminate redundant computation and ensure rapid analysis even
of photons with multiple scatterings, we implement a tree search with pruning over possible photon
trajectories to find one with the best agreement. Event localization from reconstructed photons then
follows a maximum-likelihood approach, with random sampling of reconstructed photons to guess
a plausible source direction, followed by iterative refinement. We demonstrate that our pipeline can
reliably localize events to within 2.53 degrees (68% containment) for low-fluence events and 0.42
degrees for high-fluence events while delivering results within 200 ms even on a low-power ARM
Cortex-A53 processor.

2. Background

Current simulations of the APT instrument report a sequence of # gamma-ray interactions as a
collection of pairs (x8 , �8), where x8 is a 3-vector denoting the interaction’s coordinates and �8 is
the energy deposited by the photon during the interaction. Currently, we assume that each reported
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set of interactions is caused by a single incident gamma-ray photon, and that all interactions are
Compton scatterings or a final photoabsorption.

Because the time resolution of the detector is not sufficiently fine to unambiguously order the
photon interactions, our software reconstructs an ordering according to the approach of Boggs and
Jean [3], which we now briefly review. For photons having three or more interactions with the
telescope, we assume that there exists some true ordering of interactions such that the first # −1 are
Compton scatterings and the last is photoabsorption. For such an ordering, the photon’s energy after
interaction 8, normalized to the electron mass, is defined as ,8 = 1

<42
2
∑#
9=8+1 � 9 . The expected

scattering angle q′
8
for interaction 8 is then given by the Compton formula: cos q′

8
= 1 + 1

,8−1
− 1
,8

.
To determine the true ordering, [3] considers all #! possible orderings. For a given ordering,

let r8 be the vector pointing from interaction 8−1 to 8, with corresponding unit vector r̂8 . Then for
the triple of consecutive interactions (8−1, 8, 8+1), the measured scattering angle q8 is given by
cos q8 = r̂8 · r̂8+1. Hereafter, we define [8 = cos q8 and [′8 = cos q′

8
. The following statistic measures

the sum of disagreements between the measured angle of each scattering and the angle implied by
its deposited energy:

j2 =

#−1∑
8=2

j2
8 =

1
# − 2

#−1∑
8=2

([8 − [′8)2

X[2
8
+ X[′

8
2 , (1)

where X[8 and X[′8 are the estimated uncertainties in the measured and energy-derived angle cosines,
respectively1. For an event with # interactions, if [8−[′8 has an approximately Gaussian distribution,
this statistic has a j2 distribution with # − 2 degrees of freedom.

Boggs and Jean compute j2 for every possible ordering of interactions and select the one
that minimizes this statistic. From the inferred first and second interactions in order, an annulus
containing the photon’s initial direction can be derived using the Compton formula. The center of
the annulus is defined by the vector c = −r̂1, while the angle q1 is defined by the Compton formula.
(If the inferred ordering is such that |[8 | > 1, the event is discarded.) The effective half-width Xq1

of the annulus is described by the propagated uncertainty from interactions’ coordinate and energy
measurements [3, Equation 6].

3. Compton Reconstruction

Computing the j2 statistic of Equation 1 for all #! possible orderings can be quite slow for
high-fluence GRB events with energetic photons, which can have # of 6-10. To enable rapid
reconstruction even in this extreme case, we implement a tree traversal over possible orderings.
A node at depth : in the tree corresponds to a choice of the first : interactions in order; for all
orderings that make this choice, the first : − 2 terms of j2 are the same and so need be computed
only once. Overall, we need compute only one new term of the sum in Equation 1 per tree edge
traversed. Total time to compute j2 for all orderings is thereby reduced by a factor of # versus
naïve enumeration.

Organizing reconstruction as a tree search exposes further opportunities to reduce work through
pruning. If at any node in the traversal, the sum of j2

8
values at this node exceeds the minimum j2

1In this work, we assume that the value X�8 , which contributes to the calculation of X[′
8
in [3], is described by the

function X� = f�
√
� . We estimated f� as 0.095 by fitting a Gaussian distribution to a histogram of simulated digitizer

energy errors, normalized by the square-root of the true simulated energy.
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computed at any leaf of the tree (i.e., for any complete ordering) so far, we may prune the tree at
this node and omit any computations that would have been performed below it. To make pruning
even more aggressive, we additionally check that the sum of j2

8
values at a node is not so large

that its associated ?-value (given the statistic’s assumed j2 distribution, with : − 2 degrees of
freedom at depth : in the tree) is implausible. We precompute j2 thresholds for each level of the
tree corresponding to ? = 0.001 and prune at a node if its sum exceeds the threshold for its depth.
Finally, we prune at any node where the computed value [′

8
significantly exceeds 1, which implies

an energetically impossible reconstruction even given measurement uncertainty.
To further reduce computation cost, we first precompute [8 and X[2

8
for all %(#, 3) possible

triples of consecutive interactions. These values are constant for a triple no matter where it occurs
in the ordering. For a fixed triple (8−1, 8, 8+1), [8 is computed from its coordinates, while X[2

8

is calculated by propagation of uncertainty assuming a common value Δ for the three coordinate
uncertainties2 XG, XH, and XI:

X[2
8 = 2Δ2

(
1 − [2

8

) (
1
|ri |2
+ [8

|r8 | |r8+1 |
+ 1
|r8+1 |2

)
. (2)

For # ≥ 3, tree traversal yields some ordering with minimum j2 value, unless all possible
orderings were pruned due to implausibility (in which case the photon is discarded). For this
ordering, we propagate the annulus (c, q, f), where f = Xq1 is the propagated uncertainty in q,
to the localization stage of our pipeline. For events with # = 2, we cannot distinguish between
the two possible orderings; instead, we propagate two annuli (assuming neither have |[8 | > 1)
corresponding to the both possible orderings and let localization select between them.

4. Localization

For each detected photon, we must combine information across photons to infer a common direction
vector s in the sky from which they originated. Given three correctly reconstructed photons and no
instrument noise, it is possible in principle to derive s by trilateration on the unit sphere. However,
uncertainty in the measured positions and energies of a photon’s interactions result in uncertainty
regarding its angle of arrival relative to the first two interactions. Moreover, we cannot assume
that each event has been correctly reconstructed; indeed, for events with two interactions, at least
one of the two inferred annuli is wholly incorrect. Hence, some annuli will not contain s at all.
Fortunately, for GRBs of reasonable fluence, we expect to detect many more than three photons and
so have redundant information with which to robustly estimate s even in the presence of noise.

Given # annuli, each described by a triple (c8 , q8 , f8), we seek to estimate the true source
direction s. This is done in two steps: first, we sample multiple annuli, estimate a likely source
direction contained within each one, and then average these source estimates to compute a rough
approximation of the source direction. Second, we use an iterative least-squares refinement of this
initial approximation, identifying and using only those photons most likely to have been correctly
reconstructed, to derive a final estimate of s.

2For the APT detector, we estimate Δ as 0.7 mm by fitting a Gaussian distribution to a histogram of the coordinate
errors produced by our simulated digitizer, then taking the standard deviation of the fit.
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4.1 Identifying an Approximate Source Direction

To form an initial estimate of the source direction, we begin by selecting a single annulus from the
input at random. If it was generated by a correctly reconstructed photon, we may assume that the
source direction s lies near the circle with radius q about center c. We therefore test a set of evenly
spaced candidate source directions s 9 , 1 ≤ 9 ≤ <, that lie on this circle. We compute the likelihood
of B 9 with respect to the 8th input annulus as

L
(
s 9 | (c8 , q8)

)
≈ 1
f8
√

2c
e−(q8−V8)

2/2f2
8 , (3)

where V8 = arccos
(
s 9 · c8

)
. Each photon is assumed to be an independent event given the source

direction s 9 , so we compute the joint log-likelihood of s 9 given all input annuli by summing
the individual log-likelihood contributions for each. The candidate direction s 9 with the greatest
log-likelihood is selected as an approximate source direction.

The above approach assumes that the circle on which the s 9’s lie was derived from a correctly
reconstructed photon. In practice, we cannot be sure of this, so we repeat this process for @ randomly
sampled annuli, where @ is large enough that we can expect to sample annuli from at least one, and
preferably several, correctly reconstructed photons. Let s1 . . . s@ be the directions reconstructed
from each of these sampled annuli. Then our combined estimate s0 averages these @ estimates,
weighting each by its estimated likelihood. This weighted average suppresses estimates arising
from incorrectly reconstructed annuli and tends to cancel out errors due to the true source direction
not lying precisely on the corresponding circles. The estimate s0 (normalized to a unit vector) is
passed on to iterative refinement as described below.

We implemented several performance optimizations to ensure rapid computation of s0 even
for high-fluence events with many detected photons. First, when the number # of annuli passed
to localization is large, we sample = < # of them and use this reduced set, rather than the full
set of # , to compute s0. Because s is highly overdetermined, sampling 102 to 103 photons from
an initial set of 104 to 105 is unlikely to seriously compromise accuracy. Moreover, we still use
all input photons in the subsequent refinement step. Second, we found empirically that the most
time-consuming operation in the computation of Equation 3 is the arccosine needed to obtain V8 .
We therefore introduced a faster, lower-precision approximation to the arccosine that reduced its
cost by an order of magnitude compared to the single-precision version in the GNU C Library on
the target platform. Finally, we parallelize the computation across the @ choices of initial annuli,
distributing work across the multiple cores of our processor.

4.2 Iterative Refinement of Source Direction

We next refine our initial estimate s0 using a least-squares approach. Given a set of input circles
(c8 , q8) from correctly reconstructed photons, if q8 is known exactly, then for all 8, the source
direction s lies on the circle; hence, c8 · s = cos q8 . This constraint is linear in the coordinates of s.
In addition to the constraints imposed by each circle, we require that s be a direction, and hence a
unit vector; this unit-norm constraint is quadratic in the coordinates of s.

In practice, each q8 has uncertainty f8 , so the above system of equations may have no consistent
solution for s. We therefore find a least-squares solution to the linear constraints, subject to
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enforcement of the quadratic unit-norm constraint. The linear constraint for the 8th circle is
weighted according to 1/f2

8
to reflect the uncertainty in the corresponding measurement.

A linear-least squares problem subject to a norm constraint can be reduced to a quadratic
eigenvalue problem [4]. The matrix for which the eigenvalues must be found has dimension
proportional to the number of unknowns, i.e., the three coordinates of s, independent of the number
of photons. Quadratic eigenvalue problems are computationally tractable for small matrices [5],
and forming the matrix for the problem has cost quadratic in the number of input photons.

The quality of a least-squares solution is in general quite sensitive to outliers. We therefore
iteratively refine our source estimate in an attempt to discard annuli of incorrectly reconstructed
events. For each refinement iteration : = 0, 1, 2, . . ., we test each input annulus 8 in parallel to
determine whether it passes close to the current source estimate s: . In particular, we test whether
the angle arccos (c8 · s8) lies within three standard deviations of q8 . All such annuli are used as
input to the least-squares computation, which produces a refined estimate s8+1 that is used in the
next refinement iteration. This process is iterated for a fixed number of steps, which empirically
sufficed to converge to a stable final solution.

5. Evaluation

We simulated a long GRB with a typical spectrum using APTsoft (described in [6]), generating
106 uniformly distributed gamma-ray photons from a normally incident, collimated beam with a
cross-section of 18 m2 to fully cover the APT detector. The spectral-energy distribution of the
simulated GRB was modeled according to a Band function [7] with parameters U = 0.6, V = −2.5,
�peak = 1 MeV, and incident energies ranging from 300 keV to 10 MeV. In this energy regime,
Compton scattering effects dominate, though pair production does occasionally occur. We do not
attempt to distinguish pair-production events, so these events cannot be correctly reconstructed and
effectively act like noise for our reconstruction pipeline.

5.1 Localization Accuracy

To test the accuracy of our pipeline, we first parameterized the localization algorithms as follows.
For the approximation stage, we selected < = 720 candidate source directions separated by half
a degree. We additionally selected @ = 20 randomly sampled annuli over which to average
approximations, which we found to be large enough to sufficiently suppress bad reconstructions and
cancel out errors. For the refinement stage, we performed 20 iterations of least-squares refinement.

Fluence Mean Error Std Dev
68%

Containment
95%

Containment

0.03 MeV/cm2 2.15 1.22 2.53 4.42
0.1 MeV/cm2 1.21 0.64 1.45 2.32
0.3 MeV/cm2 0.70 0.36 0.87 1.32
1.0 MeV/cm2 0.35 0.20 0.42 0.72

Table 1: Localization error (in degrees) measured over 1000 trials.

We measured localization
accuracy across a range of flu-
ences, running our pipeline 1000
times for each fluence, each
time randomly sampling pho-
tons from the corpus of 106

events. Where a tested fluence
propagated # > 1000 annuli, we
randomly selected a subset of = = 1000 annuli to compute the initial estimate of source direction.
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Table 1 quantifies our approach’s localization accuracy. For the lowest-fluence events, where
typically fewer than 500 photons are available for reconstruction, our method is still able to infer the
true source direction of a GRB with typical accuracy better than 2.5 degrees. At higher fluences,
where more than 5000 photons are available, we can achieve consistent sub-degree localization.
For 1.0 MeV/cm2 events, where over 15,000 photons are available, we achieve localization well
under 1 degree 95% of the time.

5.2 Execution Times

To test the efficiency of our pipeline on a low-power embedded platform, we ran it on a Raspberry
Pi 3B+, which has a Cortex-A53 (ARMv8) quad-core, 1.4 GHz, 64-bit CPU and 1 GB of LPDDR2
DRAM.We used the same simulated set of 106 photons, this time running 200 trials each for fluences
from 0.01 to 0.05 MeV/cm2 in increments of 0.01, and from 0.1 to 1.0 MeV/cm2 in increments of
0.05. We used OpenMP to parallelize reconstruction of different photons, as well as localization
as described above, across cores. We separated the computation times for event reconstruction,
approximation of an initial source direction, and iterative least-squares refinement, then aggregated
these into total pipeline execution times. Results are given in Figure 1.

Figure 1: Mean execution times over 200 trials for each flu-
ence tested, highlighting contributions from each pipeline stage.
Standard deviation of total time is under 4.2 ms.

Reconstruction times scale ap-
proximately linearly with fluence;
this is to be expected since each pho-
ton is reconstructed independently.
Additionally, this stage contributes
only a minor portion of the total
pipeline execution time. For the ini-
tial source approximation stage, ex-
ecution time increases as a function
of fluence until the number of prop-
agated annuli exceeds # = 1000.
For higher fluences, we sample a
constant-size subset of = = 1000 < #
annuli for this pipeline stage, allowing
times to remain approximately con-
stant. For the iterative least-squares refinement stage, running times increase quadratically but are
dominated by the cost of approximation in the fluence range considered.

Our measurements indicate that, even for high-fluence events, total pipeline execution times are
well under a second, and the variance in measured times for individual fluences is low. Across all
fluences considered, the maximum pipeline time measured was 197.7 ms, well under the 1-second
target for total processing time. This result demonstrates that our pipeline has sufficient throughput
to perform source localization for high-fluence GRB events in real time.

6. Conclusions and Future Work

We have demonstrated a pipeline for fast GRB source localization for APT. Even at high fluences,
execution times are fast enough to process events in real time. Additionally, the software can
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consistently estimate a true GRB source direction within a degree for high fluence events. At lower
fluences, which provide fewer photons for analysis, localization is still accurate to within 2.5 degrees
68% of the time.

We plan to improve our methodology to increase accuracy without significantly impacting
execution time. In our initial approximation of source direction, we do not yet model the probability
that a photon arriving from direction s 9 would produce observed annulus 8. Such a probability
could be computed using, e.g., the Klein-Nishina model [8] to place a prior on the photon’s angle
with c8 given its energy. Prior weighting of annuli could be used to down-weight those likely to
have arisen through noise or error.

Currently, neither reconstruction nor localization assumes a particular model of background
photons not due to GRB events. Once such a background model is developed for APT, we will
investigate its impact on accuracy. We anticipate that the rate of background photons will be low
enough that its impact on running time will be limited.

Finally, we are developing approaches to improve the input to our analysis pipeline, including
improved estimates of interaction coordinates that can separate multiple, simultaneous photon
arrivals at the detector, detection and rerouting of pair-production events to a separate analysis
pipeline, and improved estimates of interaction positions and their errors on the detector’s z-axis.
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