Cosmic ray transport in the proximity of pulsars and the formation of gamma-ray halos
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The detection of an extended multi-TeV gamma ray emission around the Geminga and Monogem pulsars by the HAWC collaboration provides a unique tool to investigate the transport properties of cosmic rays in the turbulent magnetized interstellar medium. Previous analyses of such emission in the framework of pure isotropic diffusion lead to infer a suppression of the diffusion coefficient in the pulsars region by at least two orders of magnitude compared to typical values found in models of Galactic cosmic ray propagation. In this work, we investigate the transition from the ballistic to the diffusive regime, and show that, when such transition is taken into account, a good fit to the HAWC γ-ray data around Geminga and Monogem is obtained with typical values of the interstellar diffusion coefficient.
1. Introduction

The detection by the HAWC collaboration of extended, above $\sim 1$ TeV $\gamma$-ray halos around the Geminga and Monogem pulsars, provided a unique tool to investigate the propagation of very-high-energy (VHE) cosmic rays (CRs) in the interstellar medium (ISM) [1]. Indeed, such halos are very likely produced by runaway VHE electrons and positrons ($e^\pm$), released by the pulsar and diffusing in the surrounding medium, that produce inverse Compton scattering (ICS) photons on the interstellar radiation field. The HAWC data have been mostly analyzed in the assumption that the $e^\pm$ propagate isotropically and diffusively at any time after being released from the source. This lead to the conclusion [1–7] that, in order to fit the Geminga and Monogem halos surface brightness the energy dependent CR diffusion coefficient, $D(E)$, within few tens pc from pulsars should be at least two orders of magnitude smaller than the typical values employed in standard Galactic CR propagation models [8]. This rather unexpected outcome has since then acquired popularity but so far no satisfactory theoretical explanation has been proposed (see e.g. [9–11]). In this work we show that such conclusion on the diffusion coefficient is a consequence of the wrong assumption that the diffusive approximation applies at any time after injection. In fact, given the diffusion coefficient $D(E)$, the scattering time and mean free path are given by $\tau_c(E) = 3D(E)/c^2$ and $\lambda_c(E) c$ respectively (see e.g. [8]). The CR transport after injection is characterized by three different phases: i) for $t < \tau_c$ propagate ballistically; ii) for $t > \tau_c$ the transport is diffusive; iii) a transition between the two regimes, that we call quasi-ballistic. $\tau(E)$ and $\lambda_c(E)$ represent the energy-dependent time and spatial scales for isotropization of the particle direction (see e.g. [12, 13] and references therein). If applied at time-scales below $\tau_c$, the diffusion theory is plagued by the superluminal propagation problem [12, 13]. Instead, if one takes properly into account the transition between the ballistic and diffusive regimes, the Geminga and Monogem $\gamma$-ray halos can be explained without invoking a suppression of diffusion. It can be shown that, for pulsars as Geminga and Monogem, the CR spatial distribution within $\approx \lambda_c$ from the source, is dominated by particles injected within the last $\tau_c$ [13] that move quasi-ballistically. The magnitude of $\lambda_c$ depends on the particle energy and on the diffusion coefficient. The $\gamma$-ray emission, detected by HAWC at energies $5 - 50$ TeV, is mainly produced by $e^\pm$ of energy between $20 - 200$ TeV (see [14]).

The standard diffusion coefficient at these energies is $D \gtrsim 10^{29} - 10^{30}$ cm$^2$/s [8], which implies $\lambda_c \gtrsim 3 - 30$ pc, that is comparable with the spatial extension of $\sim 10$ pc measured for the $\gamma$-ray halo around Geminga and Monogem [1]. Also at lower energies, namely $e^\pm$ of energy $E \sim 100 - 1000$ GeV, relevant for the Fermi-LAT data analyzed by [5], $\lambda_c \gtrsim 3 - 10$ pc, so that also these data should be analyzed keeping into account the ballistic-diffusion propagation.

2. Ballistic-diffusive propagation transition

The standard Galactic CR diffusion coefficient is typically parametrized as $D(E) \approx D_0 E_{\rm GeV}^\delta$ cm$^2$/s, where $E_{\rm GeV}$ is the particle energy in GeV, $D_0 \sim 1 - 4 \times 10^{38}$ cm$^2$/s and $\delta \sim 0.3 - 0.6$ [8]. The corresponding mean free path and scattering time are given by

$$\lambda_c(E_{\rm GeV}) \approx 0.3 D_{0.28} E_{\rm GeV}^\delta \text{ pc} \quad (1)$$

$$\tau_c(E_{\rm GeV}) \approx 1.0 D_{0.28} E_{\rm GeV}^\delta \text{ yr} \quad (2)$$
where $D_{0.28}$ is the diffusion coefficient at 1 GeV in units of $10^{28}\text{cm}^2/\text{s}$. We assume $\delta = 0.5$ as a benchmark parameter, in agreement with recent analysis of CR data (see e.g., [8]). $\lambda_c$ increases with $D_0$ and with the particle energy. Larger values of $\delta$ implies larger values of $\lambda_c$ at high energy. For values of $D_0 \lesssim 10^{26}\text{cm}^2/\text{s}$ the transition would take place very close to the source and a pure diffusive model can be safely applied. The injection of $e^\pm$ from a pulsar of age $T$ that turns on at $t = 0$ is assumed to reflect the time dependent spin down luminosity $L(t) = \eta L_0 \left(1 + \frac{t}{\tau_0}\right)^{-(n+1)/(n-1)}$, where $L_0$ is the initial spin-down luminosity, $n$ is the braking index (assumed to be 3) and $\tau_0$ is the typical pulsar spin down timescale. Such parameters are reported in Tab. 1.

Particles injected at times $t_0 \leq T - \tau_c$ are treated in the diffusive regime, with the inclusion of energy losses. The electron density, $f_{\text{diff}}$, at a distance $r$ from the source of age $T$ reads (see, e.g. [5]):

$$f_{\text{diff}}(r, E) = \int_0^{T-\tau_c} dt_0 \frac{Q(E_0)L(t_0)}{\pi^{3/2}r_d^3(E, E_0)} \frac{b(E_0)}{b(E)} e^{-\frac{r^2}{2r_d^2(E, E_0)}},$$

where $b(E) = dE/dt$ is the energy loss rate, which includes ICS losses on the interstellar radiation field (see [14] for details) and synchrotron radiation losses assuming a Galactic magnetic field of 3 $\mu$G. Particles emitted from the source at time $t_0$ with energy $E_0$ cool down to energy $E$ during the time $T - t_0$, and $r_d^2(E, E_0) = 4 \int_{E_0}^{E} D(E')/b(E')dE'$ is the propagation length squared. $Q(E)$ is the injection spectrum, here modeled as a broken power-law with index below and above the break (fixed to 500 GeV) of 1.4 and 2.2, respectively (see also [1, 5]). This spectral shape is compatible with multwavelenght observations of PWNe but the value of the parameters are not well constrained [16]. The injection spectrum is normalized as $\int_0^T dt \int_{0.1\text{GeV}}^{\infty} E Q(E, t) dE = \eta W_0$, where $W_0$ is the total spin down energy [5, 6] and $Q(E, t)$ is given by $Q(E, t) = Q(E) \cdot L(t)$.

In the ballistic regime (particles injected at times $T - \tau_c < t_0 \leq T$), the $e^\pm$ density, $f_{\text{ball}}$, is given by [12, 13]:

$$f_{\text{ball}}(r, E) = \int_{T-\tau_c}^T \frac{Q(E)L(T)}{4\pi c^3(T - t_0)^2} \delta \left[(T - t_0) - \frac{r}{c}\right] dt_0 = \frac{Q(E)L(T)}{4\pi cr^2} H(\tau_c, c - r),$$

where $H(\tau_c, c - r)$ is the Heaviside function, which we substitute with with $\exp \left[-(r/(2\lambda_c))^2\right]$ to make the solution smooth (we check that the results are not changed appreciably by the specific shape of the smoothing function). Since typically $\tau_0 >> \tau_c$ (few kys against few tens yrs) and the energy loss time at the energy relevant for our analysis is larger than $\tau_c$, we assume a constant luminosity equal to $L(T)$ and neglect energy losses in this regime. The total $e^\pm$ density is given by $f_e(r, E) = f_{\text{ball}}(r, E) + f_{\text{diff}}(r, E)$.

| Pulsars $\gamma$--ray halos | S. Recchia |

| Geminga | $3.25 \times 10^{34}$ | 342 | 0.19 | 12.0 | 3 |
| Monogem | $3.8 \times 10^{34}$ | 111 | 0.288 | 12.0 | 3 |

Table 1: Characteristics of Geminga [15] and Monogem (ATNF catalog: https://www.atnf.csiro.au/research/pulsar/psrcat/): $\dot{E}$ is the present spin-down luminosity, $T$ is the age, $l$ the distance from Earth, $\tau_0$ the spin-down timescale and $n$ the braking index.

"Pulsars $\gamma$--ray halos" S. Recchia
In the ICS process γ rays are mainly emitted along the direction of the parent CR. In the diffusive regime the particle distribution is isotropic and the size of the γ–ray halo reflects the size of the $e^\pm$ halo. In the strictly ballistic regime the γ–ray source would be detected as point-like (due to particles that point toward the observer), no matter the size of the $e^\pm$ halo [13, 17]. For the intermediate quasi-ballistic regime we follow the prescription proposed by [13] for the particle angular distribution $M(\mu) = \frac{1}{Z(x)} \exp\left(-\frac{3(1-\mu)}{x}\right)$, which encompasses the small-angle diffusion approximation. Here $Z(x) = \frac{1}{x} (1 - \exp(-6/x))$, $x(E) = r c / D(E) = 3 r / \lambda_c$, $\mu = (l \cos(\theta) - s) / r$ and $r(s, \theta) = \sqrt{l^2 + s^2 - 2 l s \cos(\theta)}$, $s$ is the distance along the line of sight, $\theta$ the angle between the source and the line of sight, $l$ the distance from the source and $\mu$ the cosine of the angle between the radial direction and the direction of the line of sight. The complete particle distribution function reads $F_\gamma(E, s, \theta) = 2 f_\gamma(E, r(s, \theta)) M(\mu(s, \theta))$. $M(\mu)$ is normalized as $\int_{-1}^{1} M(\mu) d\mu = 1$. In the limit $r \gg \lambda_c$ the diffuse regime is recovered and $M(\mu)$ reduces to $1/2$. For $r < \lambda_c$, $M(\mu)$ takes into account the anisotropic angular distribution of particles in the quasi-ballistic regime.

The integral of the electron distribution function $F_\gamma$ along $s$, $L_\gamma(E, \theta) = \int_0^l ds F_\gamma(E, s, \theta)$, as a function of the projected distance from the source $d = l \tan(\theta)$, reflects the spatial profile of the γ–ray emission. In Fig. 1 (left panel) we show $L_\gamma$ in the case of Geminga (using the parameters of Tab. 1) and assuming a $e^\pm$ conversion efficiency $\eta = 1$. The particle energy is fixed to $E = 10$ TeV and $D_0$ varies in the range $10^{27} - 10^{30}$ cm$^2$/s. Up to distances $\sim \lambda_c(E) / 3$ from the source, $L_\gamma$ is dominated by $e^\pm$ injected within the last $\tau_c$, that move quasi-ballistically, which results in a spatial profile of $L_\gamma(E, \theta)$ a bit steeper than $\propto 1/r$, as due to the effect of $M(\mu)$ (see the discussion in [13]). At $d \gtrsim \lambda_c(E) / 3$ $L_\gamma$ is dominated by particles injected at $t_0 < T - \tau_c$, that move diffusively and give a rather flat $L_\gamma$ profile up to a distance $d \approx r_d \sim \sqrt{4 D(E) r_{\text{loss}}(E)}$, where $r_{\text{loss}}$ is the time scale for energy losses. $r_d$ is the distance that particles can travel before loosing their energy, which reflects the exponential cut-off $\exp(-r^2 / r_d^2)$ in the diffusive solution (see Eq. 3 and [18]).
For $D_0 \lesssim 10^{27}$ cm$^2$/s the ballistic-diffusion transition would happen at $r < 0.05$ pc and $\theta < 0.1^\circ$ so that the $\gamma$-ray morphology observed by HAWC would be solely affected by diffusion. Instead, for $D_0 = 10^{28} - 10^{29}$ cm$^2$/s, $\lambda_\gamma > 10$ pc and the spatial extension of the $\gamma$-ray halo is substantially determined by the quasi-ballistic propagation regime. At $D_0 \gtrsim 10^{29}$ cm$^2$/s particles of that energy move ballistically for hundreds of pc, which would imply a more point-like source, as indicated by the appearance of a cutoff at distances $d > 20$ pc. As shown by Eq. 1, a decrease/increase of the particle energy at fixed $D_0$ and $\delta$ moves the transition closer/away from the source. Moreover, a decrease/increase of $\delta$ at fixed $D_0$ and $E$ moves the transition closer/away from the source. The effect is obviously more and more prominent at larger energies.

3. Fit to the HAWC data for Geminga and Monogem

We apply the ballistic-diffusive model described above to the fit the HAWC data for the surface brightness of Geminga and Monogem, keeping $D_0$ and the $e^\pm$ conversion efficiency as free parameters. Our benchmark parameters are reported in Tab. 1. We also test our model for a distance of 0.25 kpc of Geminga [19], and for different values of the Galactic magnetic field $B$ around 3 $\mu$G. The resulting $\chi^2$ as a function of such parameters is shown in Fig. 1, while in Fig. 2 we show the spatial distribution of the $\gamma$-ray flux for our best fit model to the HAWC data in the case of a purely diffusive model (suppressed diffusion) and of our ballistic-diffusion model (typical Galactic diffusion coefficient). In the case of Geminga the $\chi^2$ exhibits first minimum at $D_0 \approx 0.2 - 2 \times 10^{25}$ cm$^2$/s with a best-fit $\chi^2$ of about 5, and a second minimum at $D_0 \approx 0.7 - 2 \times 10^{28}$ cm$^2$/s with a best-fit $\chi^2$ of about 22. The first minimum corresponds to the suppressed diffusion scenario found in previous analyses of the HAWC data. In such scenario the extension of the $\gamma$-ray halo is linked to the diffusion radius $r_d \sim \sqrt{\frac{D}{\dot{\nu}_{\text{loss}}}}$ [18], which for the $e^\pm$ of energy $20 - 200$ TeV relevant for the HAWC data and for such low $D_0$ is of a few pc, and the $\gamma$-ray morphology is influenced by the $\exp(-r^2/r_d^2)$ that appears in the diffusive solution. This explains the strong dependence of the best-fit $D_0$ on the value of $B$, where $D_0$ varies by a factor of 10 when moving from $2\mu$G to $4\mu$G. Indeed, a lower/larger value of $B$ implies a smaller/larger energy loss rate that has to be compensated by a smaller/larger diffusion coefficient in order to reproduce the observed source extension. The second minimum corresponds to a scenario where the quasi-ballistic propagation dominates up to few tens of parsec from the source, and the transition between the two regimes shapes the surface brightness. An additional increase of $D_0$ changes only slightly the the $\chi^2$ since in the quasi-ballistic regime the radial profile is not much affected by the specific value of $D_0$. A similar trend of the $\chi^2$ is obtained also for Monogem but with much less prominent variations: we find a first minimum at about $2 - 3 \times 10^{25}$ cm$^2$/s and a second minimum at $4 - 8 \times 10^{27}$ cm$^2$/s. Remarkably the best-fit value obtained for both sources in the ballistic-diffusive model is close to the values found by fitting CR data, and does not depend dramatically on $B$ and in the suppressed diffusion scenario. Moreover, the goodness of the fit for our model, with $\chi^2 \sim 22$ for Geminga and $\sim 9$ for Monogem, indicates that this second minimum gives a satisfactory fit to the data.

In is important to highlight that such values of the $\chi^2$ are overestimated in the case of the ballistic-diffusive model. Indeed, looking at the data points for Geminga, for which we get the larger $\chi^2$, the obtained value is mainly dominated by the first data point at $\approx 0.32^\circ$, which corresponds to a distance from the source of 1.1-1.4 pc (for source distances of 190-250 pc, respectively). At such
small distances two factors have to be taken into account. First of all the size of the bow shock, which is likely of the order of a fraction of pc [20]. Our model is evidently not applicable inside the accelerator. Here we are assuming a bow-shock size of 0.3 pc, but an increase of such value would flatten our predictions at the first data point. Second, the convolution with the PSF of the experiment (≈ 0.5° [21]) is crucial in the quasi-ballistic regime, since it would flatten the rather sharp profile close to the source. In the pure ballistic model such effects do not change the shape substantially, since the profile is already quite flat close to the source. On the other hand, it is not possible to properly take into account the PSF without the analysis tools of the HAWC collaboration. Keeping these caveats in mind, the current precision of the data does not allow to discriminate statistically between the low and typical diffusion scenarios. However, since a typical diffusion coefficient can reproduce the data quite well, there is no theoretical motivation to invoke a suppression of diffusion coefficient that is difficult to explain.

The best-fit efficiency is much different in the low diffusion and ballistic-diffusion scenarios. Indeed in the first case \( L_e \) is rather flat, while the second give \( L_e \sim 1/r \) (see Fig. 1). Consequently the required efficiency is smaller in the first case. For Geminga we get an efficiency of 0.3 – 3% in the low diffusion coefficient scenario and 55 – 65% for the quasi-ballistic one, depending on the value of \( B \) and on the source distance. For the benchmark case of \( B = 3 \mu B \) the efficiency for the diffusive and quasi-ballistic cases are 1.1% [5] and 60%, respectively. For Monogem the efficiency is about 1% and about 30%, respectively. The spectral shape of the \( e^\pm \) injected from PWNe, which is quite uncertain, can of course affect the efficiency. In particular changing the slopes below and above the break by ±0.2 and the break position from 200 to 1000 GeV the efficiency for the quasi-ballistic case varies between 50-100%. Such a high efficiency is in good agreement with the PWN paradigm, where a major fraction of the spin-down luminosity is channeled to multi-TeV \( e^\pm \) [22]. In particular, in the case of the Crab Nebula, \( \eta \) is estimated to be close to 50%.

**Figure 2:** Fit to the HAWC data for Geminga (left panel) and Monogem (right panel) in the pure diffusive regime (red dotted line) and in the combined diffusive and ballistic model (blue solid line and cyan band). We adopt a distance for Geminga of 0.19 kpc and for Monogem of 0.288 kpc.
4. Conclusions

We demonstrate that at the $e^+$ energies relevant for the HAWC $\gamma$--ray data for Geminga and Monogem, and for typical values of the interstellar diffusion coefficient, the surface brightness, up to distances from the source of the order of $\lambda_c$ (which is few tens pc at the relevant energies), is dominated by particles that move in the quasi-ballistic regime. When the transition between ballistic and diffusive regimes is considered, it is possible to fit the HAWC data for Geminga and Monogem with typical values of the diffusion coefficient used to fit CR data, without the need of a suppressed diffusion, which is hard to justify theoretically. The current precision of the HAWC data does not allow to disentangle between a suppressed diffusion and a typical diffusion scenario. However, the possible future detection of the surface brightness of other sources, with different distances and ages compared to Geminga and Monogem, by HAWC and LHAASO [23] could allow to discriminate between the two. Anyway, our analysis indicated that, in general, $\gamma$--ray halos of continuous sources (not necessarily pulsar) should be analyzed with care, since a pure diffusion model may lead to wrong conclusions.
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