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The magnetic fields generated in non-central heavy-ion collisions are among the strongest fields
produced in the Universe, reaching magnitudes comparable to the scale of the strong interactions.
Backed by model simulations, the resulting field is expected to be spatially modulated, deviating
significantly from the commonly considered uniform profile. To improve our understanding of
the physics of quarks and gluons under such extreme conditions, we use lattice QCD simulations
with 2 + 1 staggered fermion flavors with physical quark masses and an inhomogeneous magnetic
background for a range of temperatures covering the QCD phase transition. We assume a 1/cosh2

function to model the field profile and vary its strength to analyze the impact on the computed
observables and on the transition. We calculate local chiral condensates, local Polyakov loops
and estimate the size of lattice artifacts. We find that both observables show non-trivial spatial
features due to the interplay between the sea and the valence effects.
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1. Introduction

Several physical systems are associated with the strongest magnetic fields that we know of in
the Universe. Magnetars, for instance, are strongly magnetized neutron stars whose hot and dense
cores can bear stable fields up to 1015 G (

√
4� ∼ 1 MeV) [1]. Experiments of non-central heavy-ion

collisions can produce transient fields of 1018 - 1019 G (
√
4� ∼ 0.1 - 0.5 GeV) for RHIC and LHC

energies, respectively [2]. Furthermore, cosmological models predict even higher fields during the
electro-weak phase of the early Universe, when the primordial field could have reached magnitudes
as high as 1020 G (

√
4� ∼ 1.5GeV) [3]. Since the strength of these fields is comparable to the energy

scale of the strong interactions, the understanding of QCD in the presence of strong magnetic fields
is crucial to answering questions about how quarks and gluons behave in high-energy collisions and
the origin of galactic fields inherited from the early Universe.

In this work, we will focus on the implications of magnetic fields in the context of heavy-ion
collisions. The case of strong uniform fields has been widely studied both numerically on the
lattice (e.g. [4, 5]) and analytically via QCD models (e.g. [6]). However, in heavy-ion collision
experiments, the resultant fields clearly deviate significantly from the uniform case. Since the
magnetic field is non-uniform and changes rapidly with time (within ∼ 1 fm/c), it also generates
a non-uniform time-dependent electric field which plays an important role in the dynamics of the
byproducts of the collision and might have an impact on the phase transition. Event-by-event
simulations of heavy-ion collisions predicted highly complex profiles for both the electric and
magnetic field components [7, 8]. These facts bring about two main computational difficulties.
1) Real electric fields give rise to a sign problem, preventing direct simulations on the lattice. 2)
The Minkowski time evolution of the fields is not attainable from Euclidean simulations. Bearing
in mind these caveats, here we show how to improve our description of the complex heavy-ion
collision scenario by implementing a non-uniform background magnetic field �(G) in lattice QCD
simulations. Our choice as 1/cosh2(G) for �(G) is motivated by the profiles obtained from the
aforementioned heavy-ion simulations, as well as due to the possibility of an analytical treatment
of the free Dirac operator in this case [9, 10].

This contribution is organized as follows: in section 2wediscuss somebasic aspects ofmagnetic
fields on the lattice, reviewing the flux quantization for the homogeneous case and introducing the
1/cosh2 case. In section 3 we present our results for the local chiral condensate and local Polyakov
loop. Finally, we summarize in section 4.

2. Magnetic fields on the lattice

In order to implement a magnetic field on the lattice, besides the non-Abelian SU(3) links
corresponding to the gluon fields in QCD, we must also introduce Abelian links D` ∈ U(1) repre-
senting the magnetic field. For a homogeneous field pointing in the I direction, a simple choice of
links would be DH = 480@�G and DG = DI = DC = 1. However, it is convenient to have the U(1) links
satisfy periodic boundary conditions. Therefore, we perform a gauge transformation on the H-links
in the (!G , H)-slice of the lattice, as depicted in the left plot of Figure 1. Since the transformation
also affects the G-links in the (!G − 0, H)-slice, we must transform them in order to make them
periodic. This series of transformations leads us to the following prescription for the links in the
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Figure 1: Left: GH-lattice plane with U(1) links satisfying periodic boundary conditions. Right: Profile of
the � field implemented on the lattice.

uniform case [4]

DG (G, H, I, C) =
{
4−8@�!G H if G = !G − 0
1 if G ≠ !G − 0

DH (G, H, I, C) = 480@�G (1)
DI (G, H, I, C) = 1
DC (G, H, I, C) = 1.

The periodicity of the lattice imposes that the magnetic flux has to be quantized according to

@� =
2c#1
!G!H

, #1 ∈ Z. (2)

The same procedure can be applied for an inhomogeneous field of the form

B =
�

cosh2
(
G−!G/2
n

) Î (3)

where n is the width of the 1/cosh2 profile, centered in the middle of the lattice. The prescription
for the links in this case is

DG (G, H, I, C) =
{
4
−28@�n H tanh

(
!G
2n

)
if G = !G − 0

1 if G ≠ !G − 0

DH (G, H, I, C) = 4
8@�n 0

[
tanh

(
G−!G/2

n

)
+tanh

(
!G
2n

)]
(4)

DI (G, H, I, C) = 1
DC (G, H, I, C) = 1.

Similarly to the case of a uniform magnetic field, the flux of the inhomogeneous field is also
quantized

@� =
c#1

!Hn tanh(!G/2n)
, #1 ∈ Z. (5)
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V ) (MeV) 0 (fm) 0 · <D3 0 · <B
3.450 113 0.290 0.0057 0.163
3.525 142 0.232 0.0040 0.112
3.555 155 0.213 0.0035 0.098
3.600 176 0.187 0.0029 0.082

Table 1: Columns are, from left to right: inverse coupling, temperature, lattice spacing, up / down quark
and strange quark masses (in lattice units).

The right plot in Figure 1 shows the profile from Eq. (3) using the quantization rule from Eq. (5)
for different #1 values.

3. Results

Using # 5 = 2 + 1 flavors of staggered fermions with physical quark masses, we generated
gauge configurations on a 163 × 6 lattice for several values of the coupling V and several values
of the magnetic quantum number, namely #1 = 0, 2, 4, 6, 8, 10, 16, assuming a background field
given by Eq. (3). We fixed the width of the profile as n/0 = 2, which produced an appreciable
inhomogeneity in the field on the lattice. In Table 1, we show the set of parameters used for each
#1 as well as the temperature corresponding to each V and the input quark masses in lattice units
along the line of constant physics [11]. We chose couplings to have temperatures in the range from
below )2 to above )2 , where )2 ∼ 155 MeV is the crossover temperature. For each � and ) , we
computed the local chiral condensate and the local Polyakov loop as〈

k̄k(G)
〉
�
=

1
/

∫
D* 4−(6 det

[
/� (G, �) + <

]1/4 Tr
[
/� (G, �) + <

]−1 (6)

〈 %(G) 〉� =
1
/

∫
D* 4−(6 det

[
/� (G, �) + <

]1/4 Re Tr

[∏
C

*C (G)
]
. (7)

To compute the right-hand side of Eq. (6) we applied the method of noisy estimators, where at
every configuration we measured the condensate using 80 random vectors for each quark flavor.
Figure 2 shows the results for the average of the light quark condensates as a function of the G lattice
coordinate. The condensates at finite � were normalized by the zero-field condensate

〈
k̄k

〉
0 at

each ) . To understand these results, let us first summarize what we know about the impact of
uniform fields on the condensate. The magnetic field has a direct coupling to the valence quarks
through the Tr

[
/� (G, �) + <

]−1 factor in Eq. (6). This coupling tends to enhance the condensate
(so-called valence effect), and the increase depends on the local strength of the field. Besides that,
the magnetic field also affects the gluonic environment, changing the gauge configurations bymeans
of the fermion determinant det

[
/� (G, �) + <

]
(sea effect), and acts to diminish the condensate [12].

For low temperatures, namely) < )2 , the valence effect is dominant and the condensate increases as
a function of �, thus enhancing chiral symmetry breaking. This is the so-called magnetic catalysis.
However, for ) ≈ )2 the sea effect dominates and the condensate is decreased, thus favoring chiral
symmetry. This is called inverse magnetic catalysis. A competition between the two produces the
non-trivial behavior observed in Figure 2. In the upper left plot () ∼ 113 MeV), we see that the
condensates have a peak in the middle of the lattice (where the field is at maximum), which grows
with increasing #1. When the temperature increases up to )2 , an increase in the field tends to

4



P
o
S
(
L
A
T
T
I
C
E
2
0
2
1
)
0
8
3

Lattice QCD with an inhomogeneous magnetic field background A. D. M. Valois

Figure 2: Average of the D- and 3-condensates as a function of the G coordinate (in lattice units) for different
values of #1 and temperature. The condensates are normalized by the zero-field condensate at each ) .
Beside each #1 , we indicate the number of sampled configurations.

decrease the condensate, since the sea effect becomes dominant. In the upper right plot () ∼ 142
MeV) for strong � we notice that the ratio

〈
k̄k

〉
�
/
〈
k̄k

〉
0 < 1, which means that the magnetic

field is starting to suppress the condensate. This behavior is observed until ) around the crossover
temperature, namely in the lower left plot () ∼ 155 MeV). However, for even higher temperatures
we observe that the condensate starts to grow again for increasing �. This happens because the
dominance of the sea effect over the valence effect is a phenomenon associated with the QCD
transition [12]. Furthermore, in the tails of the curves, we observe the formation of dips in the
condensate for larger temperatures, the most prominent being around the transition temperature
) = 155 MeV. These dips are triggered by the different length scales on which local magnetic
fields affect sea and valence contributions, as we will see in the results for the Polyakov loop. To
separate the contributions originating from the two effects, we also measured the � ≠ 0 operator
on � = 0 configurations, corresponding to the valence effect, and the � = 0 operator on � ≠ 0
configurations, corresponding to the sea effect, for three temperatures: ) < )2 , ) ∼ )2 and ) > )2 .
These measurements correspond respectively to the following expectation values〈

k̄k(G)
〉

valence =
1
/

∫
D* 4−(6 det

[
/� (G, 0) + <

]1/4 Tr
[
/� (G, �) + <

]−1 (8)〈
k̄k(G)

〉
sea =

1
/

∫
D* 4−(6 det

[
/� (G, �) + <

]1/4 Tr
[
/� (G, 0) + <

]−1
. (9)
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Figure 3: Contributions from the valence (red) and
the sea (blue) effects to the D3-condensate at #1 = 2
for three temperatures: one below )2 , one around )2
and one above )2 . The curves are normalized by the
zero-field condensate at each )

The results for Eqs. (8) and (9), together
with the full condensate, are shown in Figure
3. For low temperature (upper plot) the valence
effect dominates and the condensate rises, as-
suming a similar shape to that of the pure va-
lence profile (red curve). For a ) around the
crossover temperature (middle plot), the situa-
tion is inverted, the sea effect becomes domi-
nant and inverse magnetic catalysis takes place,
causing the condensate to decrease in the region
where � is stronger. For a temperature above
)2 (lower plot) however, the valence contribu-
tion begins again to surpass the sea contribution
andmagnetic catalysis continues to increase the
condensate. We emphasize that the tuning of
the quarkmasses to their physical values is criti-
cal to the observation of inverse magnetic catal-
ysis at the crossover temperature. Simulations
with larger-than-physical quark masses, for in-
stance, failed to reproduce the suppression of
the condensate near that temperature and only
magnetic catalysis was observed [13, 14]. In-
deed, this separation between valence and sea
contribution makes sense and it can be inter-
preted in the following way. The right-hand
side of Eq. (6), for the full condensate, can be
expanded in powers of �, where the first �-
dependent term contains �2, and we can see
that the sea and the valence contributions ap-
pear within this expansion. Therefore, for low
enough �, the valence and the sea terms are
additive [15]. Besides the quark condensates,
we also show the results for the Polyakov loop,
in Figure 4, since it is known to capture the
most important changes in the gluonic fields
due to the magnetic background [12]. In this
case, % being a purely gluonic quantity, only
the sea effect contributes. Since the weights
4−(6 det

[
/� (G, �) + <

]1/4 in the path integral depend on the magnetic field at all lattice points, this
effect necessarily implies a smearing of the impact of �. Therefore we expect that the Polyakov
loop is affected in a broader region of the lattice compared to the quark condensate, as we see in
all the plots of Figure 4. This difference in the length scales is what causes the dips on the tails
of the condensates, as we mentioned above. The presence of a background magnetic field tends to
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Figure 4: The Polyakov loop as a function of the G coordinate (in lattice units) for different values of #1
and the temperature. The Polyakov loops are normalized by the zero-field % at each ) . The temperature is
indicated above each plot. Besides the #1 values, we also show the number of sampled configurations.

concentrate the lower Dirac eigenmodes around the lowest Landau level. This result is explained as
a reduction in the dimensionality of degrees of freedom due to constraints of the motion of Dirac
particles to the plane perpendicular to the magnetic field (see [16] for a detailed review), even in the
presence of gluonic interactions [17]. In terms of the path integral, this consequence can be under-
stood in the following way. Since the valence effect is related to the Tr

[
/� (G, �) + <

]−1 operator,
when the eigenvalues are lowered, the trace of the inverse operator increases, thus increasing the
condensate. On the other hand, the sea effect is related to a change in the gauge configurations by
means of det

[
/� (G, �) + <

]
, for which a decrease in the eigenvalues tends to correlate with larger

Polyakov loops, thus suppressing the condensate [12].

4. Summary and Outlook

In this proceedings article, we carried out a series of lattice QCD simulations, introducing an
inhomogeneous magnetic field background using a 1/cosh2 profile to model the fields appearing in
heavy-ion collision simulations. We computed the local quark condensate and the local Polyakov
loop for several sets of parameters. The quark masses were tuned to their physical value, and we
argued that this was important to reproduce the correct behavior of the condensate in the transition
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region. We covered a range of temperatures from below to above the critical temperature to see
the effect of an inhomogeneous field on the QCD phase transition. We showed that the quark
condensate develops non-trivial features, especially towards the edges of the magnetic field peak,
due to the interaction between the condensate and the Polyakov loop. We argued that these features
are a manifestation of the interplay between the valence and the sea effects and computed the
individual contributions from each, separately. In this study, we presented the first step towards
more realistic modeling of the complex heavy-ion collision scenario and provided new insights
on how important observables, like the quark condensate and the Polyakov loop, behave in such
inhomogeneous backgrounds.
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1 and the Collaborative Research Center CRC-TR 211 “Strong-interaction matter under extreme
conditions” – project number 315477589 - TRR 211).

References

[1] R. C. Duncan and C. Thompson, “Formation of very strongly magnetized neutron
stars-implications for gamma-ray bursts,” The Astrophysical Journal 392 (1992) L9–L13.

[2] V. Skokov, A. Y. Illarionov, and V. Toneev, “Estimate of the magnetic field strength in
heavy-ion collisions,” International Journal of Modern Physics A 24 no. 31, (2009)
5925–5932.

[3] T. Vachaspati, “Magnetic fields from cosmological phase transitions,” Physics Letters B 265
no. 3-4, (1991) 258–261.

[4] G. Bali, F. Bruckmann, G. Endrődi, Z. Fodor, S. Katz, S. Krieg, A. Schäfer, and K. Szabó,
“The QCD phase diagram for external magnetic fields,” Journal of high energy physics 2012
no. 2, (2012) 1–25.

[5] M. D’Elia, “Lattice QCD simulations in external background fields,” in Strongly Interacting
Matter in Magnetic Fields, pp. 181–208. Springer, 2013.

[6] J. O. Andersen, W. R. Naylor, and A. Tranberg, “Phase diagram of QCD in a magnetic field,”
Reviews of Modern Physics 88 no. 2, (2016) 025001.

[7] V. Voronyuk, V. D. Toneev, W. Cassing, E. L. Bratkovskaya, V. P. Konchakovski, and S. A.
Voloshin, “Electromagnetic field evolution in relativistic heavy-ion collisions,” Physical
Review C 83 no. 5, (2011) 054911.

[8] W.-T. Deng and X.-G. Huang, “Event-by-event generation of electromagnetic fields in
heavy-ion collisions,” Physical Review C 85 no. 4, (2012) 044907.

[9] G. V. Dunne, Heisenberg-Euler effective Lagrangians: Basics and extensions, pp. 445–522.
6, 2004. arXiv:hep-th/0406216.

8

http://dx.doi.org/10.1142/9789812775344_0014
http://arxiv.org/abs/hep-th/0406216


P
o
S
(
L
A
T
T
I
C
E
2
0
2
1
)
0
8
3

Lattice QCD with an inhomogeneous magnetic field background A. D. M. Valois

[10] G. Cao, “Chiral symmetry breaking in a semilocalized magnetic field,” Physical Review D
97 no. 5, (2018) 054021.

[11] S. Borsányi, G. Endrődi, Z. Fodor, A. Jakovác, S. D. Katz, S. Krieg, C. Ratti, and K. K.
Szabó, “The QCD equation of state with dynamical quarks,” JHEP 11 (2010) 077,
arXiv:1007.2580 [hep-lat].

[12] F. Bruckmann, G. Endrődi, and T. G. Kovács, “Inverse magnetic catalysis and the Polyakov
loop,” JHEP 04 (2013) 112, arXiv:1303.3972 [hep-lat].

[13] M. D’Elia, F. Manigrasso, F. Negro, and F. Sanfilippo, “QCD phase diagram in a magnetic
background for different values of the pion mass,” Physical Review D 98 no. 5, (2018)
054509.

[14] G. Endrődi, M. Giordano, S. D. Katz, T. G. Kovács, and F. Pittler, “Magnetic catalysis and
inverse catalysis for heavy pions,” Journal of High Energy Physics 2019 no. 7, (2019) 1–15.

[15] M. D’Elia and F. Negro, “Chiral properties of strong interactions in a magnetic background,”
Physical Review D 83 no. 11, (2011) 114028.

[16] D. E. Kharzeev, K. Landsteiner, A. Schmitt, and H.-U. Yee, “Strongly interacting matter in
magnetic fields: a guide to this volume,” in Strongly Interacting Matter in Magnetic Fields,
pp. 1–11. Springer, 2013.

[17] F. Bruckmann, G. Endrődi, M. Giordano, S. D. Katz, T. G. Kovács, F. Pittler, and
J. Wellnhofer, “Landau levels in QCD,” Phys. Rev. D 96 no. 7, (2017) 074506,
arXiv:1705.10210 [hep-lat].

9

http://dx.doi.org/10.1007/JHEP11(2010)077
http://arxiv.org/abs/1007.2580
http://dx.doi.org/10.1007/JHEP04(2013)112
http://arxiv.org/abs/1303.3972
http://dx.doi.org/10.1103/PhysRevD.96.074506
http://arxiv.org/abs/1705.10210

	Introduction
	Magnetic fields on the lattice
	Results
	Summary and Outlook

