CALET on the International Space Station: a precise measurement of the iron spectrum
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The Calorimetric Electron Telescope (CALET) was launched on the International Space Station in 2015 and since then has collected a large sample of cosmic-ray charged particles over a wide energy. Thanks to a couple of layers of segmented plastic scintillators placed on top of the detector, the instrument is able to identify the charge of individual elements from proton to iron (and above). The imaging tungsten scintillating fiber calorimeter provides accurate particle tracking and the lead tungstate homogeneous calorimeter can measured the energy with a wide dynamic range. One of the CALET scientific objectives is to measure the energy spectra of cosmic rays to shed light on their acceleration and propagation in the Galaxy. By the observation in first five years, a precise measurement of the iron spectrum is now available in the range of kinetic energy per nucleon from 10 GeV/n to 2 TeV/n. The CALET’s result with a description of the analysis and details on systematic uncertainties will be illustrated. Also, a comparison with previous experiments’ results is given.
1. Introduction

The CALorimetric Electron Telescope is a space-based experiment installed on the International Space Station that started scientific observation from October 2015. The instrument is a 30 radiation length deep calorimeter optimized for the measurement of the all-electron spectrum [1, 2], but also able to measure the flux of individual chemical elements in cosmic rays (CR) from proton to iron and above in the energy range from few GeV up to the PeV scale. Direct measurements of charged cosmic rays (CR) available so far, have revealed unexpected spectral hardening in the light elements such as proton, helium [3–9] and heavier nuclei [10–14] spectra around a few hundred GeV/n. In this context a precision measurement of the iron spectrum is of particular interest because it could help discriminating among several classes of theoretical models proposed to explain these spectral structures [15–21]. In fact, iron provides favorable conditions for observations due to its largest relative abundance among the heavy elements and also for a negligible contamination from spallation of higher mass elements. In this paper, we describe the analysis procedure for iron flux measurement and present the energy spectra from 10 GeV/n to 2.0 TeV/n, based on the data collected by CALET from January 1, 2016 to May 31, 2020 aboard the International Space Station (ISS).

2. Detector

CALET instrument is composed by a Charge Detector (CHD) for the measurement of the charge, an Imaging calorimeter (IMC) that acts as a pre-shower calorimeter and a Total AbSorption Calorimeter (TASC). The CHD is a hodoscope consisting of a couple of layers made of 14 plastic scintillator paddles each, arranged in orthogonal way (CHDX and CHDY). The identification of particle charge \( Z \) is based on the measurements of ionization deposits: the particle’s trajectory provides the paddles traversed by the incoming particle and determine the path length correction to be applied to the signal to extract the \( \frac{dE}{dx} \) sample. An additional measurement of the charge is provided by the IMC via multiple samples of specific energy loss \( \frac{dE}{dx} \) in each fiber up to the onset of saturation which occurs for ions more highly charged than silicon. The CHD charge resolution \( \sigma_Z \) is \( \sim 0.35 e \) for iron.

The IMC consists of 7 tungsten plates spaced out by couples of layers of 1 mm\(^2\) cross-section scintillating fibers, arranged in belts along orthogonal directions. Fiber signals are used to reconstruct the CR particle trajectory and its entrance point in the instrument, by a tracking algorithm based on a combinatorial Kalman filter [22]. The angular resolution is \( \sim 0.1^\circ \) for iron nuclei and the spatial resolution on the determination of the impact point on CHD is \( \sim 180 \mu m \).

The TASC is a homogeneous calorimeter made of 12 layers of lead-tungstate bars for a total thickness of 30 radiation lengths and 1.3 nuclear interaction lengths. Thanks to the readout by means of photosensors and the front-end electronics, a wide dynamic range of \( > 10^6 \) is spanned. The energy response of TASC was calibrated at CERN SPS in 2015 using a beam of accelerated ion fragments with \( A/Z = 2 \) and kinetic energy of 13, 19 and 150 GeV/n [23]. A good linearity up to the maximum available energy (6 TeV) was found with an energy deposit of \( \sim 20\% \) and an energy resolution of \( \sim 30\% \) [14]. A Monte Carlo (MC) simulations based on EPICS package [24, 25], employing the hadronic interaction model DPMJET-III [26], was used to reproduce the detector...
configuration, physics processes, as well as detector signals. Independently, a simulations based on FLUKA [27] was performed to assess the systematic uncertainty. The energy response derived from MC simulations was tuned using the beam test results.

3. Data Analysis

The present analysis includes flight data (FD) collected between January 2015 and May 2020 for a total of 1613 days and a total observation live time for high energy (HE) shower trigger of $4.4 \times 10^4 \text{ h}$ corresponding to 85.8% of total observation time. A dedicated in-flight trigger mode for penetrating protons and He particles is used in order to calibrate each channel of CHD, IMC and TASC. Raw signals are then corrected for non-uniformity in light output, gain differences among the channels, position and temperature dependence as well as temporal gain variations.

Events with one well-fitted track crossing the whole detector from CHD top to the TASC bottom layer and at least 2 cm away from the edges of top and bottom TASC layers are then selected. The fiducial geometrical factor for this category of events is $S_\Omega \sim 416 \text{ cm}^2 \text{ sr}$ corresponding to about 40% of CALET total acceptance.

The HE trigger used for this analysis is based on the coincidence of the summed signals of the last two IMC layers in each view and the top TASC layer (TASCX1). Since the HE trigger is fully efficient (close to 100%) for elements heavier than oxygen an off-line trigger confirmation, as required for the analysis of lower charge elements [9, 14], is not necessary for iron. However, in order to select interacting particles, a deposit larger than 2 sigmas of the minimum ionization particle (MIP) peak is required in at least one of the first four layers of the TASC.

In order to reconstruct the charge, a correction for the quenching effect occurring to CHD paddles due to high ionization density around the particle track is necessary[14]. A fit of halo model to CALET flight data as a function of $Z^2$ is used as a curve to restore the charge to its nominal position in either layer of CHD. In addition, an energy dependent charge correction is applied separately to flight data and MC data in order to correct the systematic displacement of the CHDX and CHDY charge peaks to higher values with respect to their nominal position due to an increasing amount of backscatters from the TASC at high energy. Particles undergoing a charge-changing nuclear interaction in the upper part of the instrument are rejected by requiring that the difference between the charge reconstructed in CHDX and in CHDY is less than 1.5 charge units. Iron candidates are then selected applying an elliptical cut centered on $Z = 26$ with $1.25\sigma_x$ and $1.25\sigma_y$ wide semiaxis for CHDX and CHDY respectively and rotated clockwise by 45° as shown in the cross plot in Fig. 1. With these selection criteria a sample of $4 \times 10^4$ iron candidates is selected.

The shower energy $E_{TASC}$ of each event is calculated as the sum of the calibrated energy deposits of all the TASC logs [28]. The simulated energy response was corrected following the calibration curve obtained from the beam test analysis: the correction factors are 6.7% for $E_{TASC} < 45$ GeV and 3.5% for $E_{TASC} > 350$ GeV , respectively. A linear interpolation is applied to determine the correction factor for intermediate energies. For nuclei with $Z > 10$, the TASC crystals undergo a light quenching phenomenon which is not reproduced by the MC simulations. Therefore, it is necessary to extract from the data a quenching correction to be applied a posteriori to the MC energy deposits generated in the TASC logs by noninteracting primary particles [29].
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Figure 1: Crossplot of Z CHDY vs. Z CHDX reconstructed charges. The maximum and the minimum elliptical selection for the iron candidates are indicated by the cyan ellipses in the figure.

In order to reconstruct the primary particle energy starting from the energy released in TASC (that is only a fraction of it) and to take into account the bin-to-bin migration effect (due to limited energy resolution), energy unfolding based on the Bayes theorem [30] is applied to the $E_{TASC}$ distributions. The energy spectrum is obtained from the unfolded energy distribution as follows:

$$\Phi(E) = \frac{N(E)}{\Delta E \, e(E) \, S \Omega \, T}$$

(1)

$$N(E) = U \left[ N_{obs}(E_{TASC}) - N_{bg}(E_{TASC}) \right]$$

(2)

where $\Delta E$ is the energy bin width; $E$ the particle kinetic energy, calculated as the geometric mean of the lower and upper bounds of the bin; $N(E)$ the bin content in the unfolded distribution; $T$ the exposure time; $e(E)$ the total selection efficiency; $U()$ the iterative unfolding procedure; $N_{obs}(E_{TASC})$ the bin content of observed energy distribution (including background); $N_{bg}(E_{TASC})$ the bin content of background events in the observed energy distribution. The total background from other nuclei mis-identified as iron for the selected sample is $< 1\%$ in the energy range from $10^2$ GeV to $10^3$ GeV of $E_{TASC}$ increasing up to $\sim 2\%$ at $E_{TASC} \sim 10^4$ GeV.

4. Systematic Errors

The systematic uncertainties studied in this analysis include charge identification, MC model, energy scale correction, beam test configuration, unfolding procedure, and shower event identification. In order to estimate the systematic error related to the charge identification, the semi-axes of the elliptical cut were varied by $\pm 15\%$ resulting in a flux variation lower by a few percent below 600 GeV/n increasing to $\sim 10\%$ at 1 TeV/n. Since it is not possible to validate MC simulations with beam test data in the high-energy region, a comparison between different MC models, i.e. EPICS and FLUKA, was performed. The total selection efficiencies of the two models are in agreement within 2% over the whole energy range but the energy response matrices differ significantly in the
low and high energy regions. That produces a maximum discrepancy of ~ 10% below 40 GeV/n reducing to 5% at the TeV/n scale. The uncertainty in the energy scale is ±2% and depends on the accuracy of the beam test calibration. It causes a rigid shift of the measured energies, affecting the absolute normalization of the Fe spectra by +3.3% , but not its shape. Also, the difference in the configuration model adopted at the test beam with respect to the instrument now in orbit, was modeled and included in the systematic error. The uncertainties due to the unfolding procedure were evaluated with different response matrices computed by varying the spectral index (between −2.9 and −2.2) of the MC generation error, or by using the Singular Value Deconvolution method, instead of the Bayesian approach. At last, the systematic contribution due to non interacting particles, rejected through the shower event selection, was evaluated and included in the systematic uncertainties. Other energy-independent systematic uncertainties affecting the normalization include live time (3.4%), long-term stability (< 2%) and geometrical factor (∼ 1.6%). The contributions to the systematic uncertainties due to off-acceptance events, tracking efficiency, background contamination and HE trigger efficiency are negligible. The total systematic error is computed as the sum in quadrature of all the sources of systematics in each energy bin. A breakdown summary of systematic errors is shown in Fig 2.

5. Results

The energy spectrum of iron measured with CALET in the energy range from 10 GeV/n to 2.0 TeV/n is shown in Fig. 3 where the green band stands for the sum in quadrature of statistical and systematic error (the latter represented by the yellow band). CALET is consistent with ATIC 02 [31] and TRACER [32] at low energy and with CRN [38] and HESS [36] at high energy, but differs in the absolute normalization with NUCLEON (lower) and Sanriku [35] (higher). CALET and AMS-02 [39] iron spectra have a very similar shape and comparable errors, but differ in the absolute normalization of the flux by ∼ 20% as shown in Fig. 4.
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6. Conclusion

CALET measures the iron spectrum with significantly better precision than most of the existing measurements. The spectrum is consistent with the hypothesis of a single power law with spectral features (Fig. 5). The fitted function is a single power law (SPL) and the resulting spectral index is $\gamma = -2.60 \pm 0.02\text{(stat)} \pm 0.02\text{(sys)}$ with $\chi^2/DOF = 4.2/14$. The result is stable when the binning is changed from 10 to 4 bins/decade ($\gamma = -2.59 \pm 0.02\text{(stat)} \pm 0.04\text{(sys)}$). In order to understand whether the flux may suggest any change in spectral behavior in the region between 50 GeV/n and 2 TeV/n, the spectral index $\gamma$ is calculated by a fit of $d[\log(\Phi)]/d[\log(E)]$ inside a sliding window centered in each energy bin and including the neighboring $\pm 3$ bins (Fig. 6).

Figure 3: CALET iron flux (multiplied by $E^{2.6}$) as a function of kinetic energy per nucleon. Error bars of the CALET data (red) represent the statistical uncertainty only, the yellow band indicates the quadrature sum of systematic errors, while the green band indicates the quadrature sum of statistical and systematic errors. Also plotted are other direct measurements [31–39].

Figure 4: Iron flux (with multiplicative factor $E^{2.7}$) measured by CALET (red points) with 4 bins/decade, multiplied by 1.20 for comparison with the AMS-02 results [39]. The error bars of CALET data are the quadrature sum of statistical and systematic uncertainties.
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Figure 5: Fit of the CALET iron energy spectrum to a SPL function (black lines) in the energy range [50, 2000] GeV/n with 4 bins/decade (top) and 10 bins/decade (bottom). The green band indicates the quadrature sum of statistical and systematic errors.

Figure 6: Energy dependence of the spectral index calculated within a sliding energy window for the CALET iron data. The fit with a constant function gives a mean spectral index value $\langle \gamma \rangle = -2.61 \pm 0.01$.

index $\gamma = -2.60 \pm 0.03$ in the energy range between 50 GeV/n and 2 TeV/n. Beyond this limit, the uncertainties given by the present statistics and large systematics do not allow to draw a significant conclusion on a possible deviation from a single power law. The resulting data turn out to be consistent with most of the previous measurements within the uncertainty error band, both in spectral shape and normalization.
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