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The correct identification of b-initiated jets against c-initiated, hadronic tau-initiated and u-, d-,
s-initiated jets is primordial for ATLAS Collaboration searches and precision measurements e.g.
tt̄ and single-top measurements, supersymmetry, Higgs boson. In consequence, the ATLAS
Collaboration has developed several so-called b-tagging algorithms to discriminate b-jets against
other flavour jets. Expected performance is evaluated on Monte Carlo events, but due to some
inaccuracies in the simulation, it might differ from the performance in real data events. These
algorithms are calibrated to account for differences between data and simulated events in the
b-tagging efficiency for b-jets and mis-tagging efficiency in c- and light-jets. The b-jet efficiency
calibration is performed on two-lepton tt̄ events in order to exploit the large purity of this final state
in b-jets. The c-jet mis-tag rate is measured on one-lepton tt̄ events, which allow the presence
of an hadronically decaying W-jet enriched in c-jets. Both calibrations adopt a combinatorial
likelihood approach to retrieve the efficiency of the jet for a given flavour. Finally, due to the large
light-jet rejection of b-tagging algorithms, the calibration of light-jets mis-tag rate is performed
on a Z+jet sample since tt̄ doesn’t allow for a pure enough light-jet sample. This proceeding
presents an overview of the DL1r b-tagging algorithm and the calibration techniques explained
above. Results in the form of data - Monte Carlo scale-factors are obtained for the b-jet efficiency
and c- and light-jet mis-tag rate with 140 fb−1 of data recorded by the ATLAS detector from 2015
to 2018.
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1. Introduction

The correct identification of jets containing b-hadrons against other jet flavours, referred as
b-tagging, is crucial in many searches and precision measurements performed with the ATLAS
detector [1]. A jet containing a b-hadron is referred to as a b-jet, a jet containing a c-hadron but no
b-hadron is referred to as a c-jet and a jet containing neither a b-hadron nor a c-hadron is referred to
as a light jet. Due to the relatively long lifetime of b-hadrons, reconstructed b-jets are characterised
by having a secondary vertex (SV) that is displaced from the primary vertex (PV) or collision point
and tracks with high impact parameter (IP), defined as the distance of closest approach from the
track trajectory to the PV. These jets are also characterised by having larger invariant mass and
track multiplicity than c- or light-jets. The DL1 algorithm [2] is based on an artificial deep neural
network that combines information from low level algorithms that exploit the individual features of
b-hadrons, to maximise the tagging of b-jets while minimising the mis-tagging of other jet flavours.
This proceeding focuses on the calibration of the DL1r algorithm, a variation of the DL1 that uses
additional information from the RNNIP algorithm [3] which is based on a recurrent neural network.
The performance of the b-tagging algorithms [4] is estimated with the flavour tagging efficiency
(εi), defined by Eq. (1), where i = b, c or light.

εi =
# tagged i-jets

# i-jets
(1)

A jet is considered b-tagged if its DL1r score is above a certain threshold, also known as
working point (WP), that results in a specific b-jet efficiency (εb). Figure 1 shows the light jet
rejection = 1/εlight as a function of εb for three variations of the DL1 algorithm. The tighter WP
tags only 60% of the b-jets but has a very high light-jet rejection whereas the looser WP tags 85%
of the b-jets but mis-tags more light-jets.
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Figure 1: Comparison of ROC curves for three variations of DL1 algorithms used in 2019 [5].

Calibrations of the DL1r algorithm are performed to account for differences in algorithm
behaviour between Monte Carlo (MC) simulation and real data. Scale factors, defined in Eq. (2),
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are derived for each b-tagWP in bins of jet pT to correct the εMC
i for each flavour i. A smoothing [6]

is performed to avoid unrealistically sharp variations of the calibrations across jet pT. The final SFs,
which are assumed to be independent of the physics process [7], are applied to simulated events:

SFi =
εdatai

εMC
i

. (2)

2. Calibrations with tt̄ events

The calibration of b- and c-jets is performed with tt̄ events because they are rich in b-jets due
to the large branching ratio of the t → Wb decay. The dileptonic tt̄ decay, where both W bosons
decay to a charged lepton and a neutrino, ensures a low contamination of non b-jets and is used to
measure SFb [8]. The semileptonic tt̄ decay, where one W-boson decays to leptons and the other
decays to cs is used to measure SFc [9].

A likelihood fit to data is performed to estimate respectively εdata
b

and εdatac in bins of jet pT for
the different b-tag WPs. The scale factors from the b- and c-jet calibrations are shown respectively
in Figure 2a and 2b for the 70% WP.
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Figure 2: Calibration of the b-jet efficiency and c-jet mis-tag rate with tt̄ events [10].

3. Calibration with Z+jets events

The mis-tag rate (εlight) calibration is performed with Z+jets events in a final state with two
oppositely charged leptons and at least one jet. This sample is rich in light-jets. But due to the
large light-jet rejection of the b-tagging algorithms, very few light-jets pass the DL1r cut, making
a direct fit to data impossible. To obtain a tagged sample with a larger light-jet contribution, a
modified version of the DL1r tagger, is used. The modified tagger, referred to as the flipped tagger
(DL1rFlip), is based on tracks and SVs for which the sign of the IPs and decay lengths have been
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inverted. Figure 3 shows the DL1rFlip and DL1 discriminant distributions for b- and light-jets. The
DL1rFlip tagger has a considerably lower b- (and also c-) jet tagging efficiency than the DL1 tagger
but it has similar mis-tag rate resulting in a tagged sample enriched in light-jets.
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Figure 3: Discriminant of the DL1 andDL1rFlip taggers for different flavour jets. The vertical lines represent
the thresholds for each of the 4 calibrated working points [11].

The mis-tag calibration [12] is performed on the DL1rFlip tagger, where a fit to data is pos-
sible. The calibration exploits a simultaneous fit to the DL1rFlip discriminant and the SV mass
distribution, shown in Figure 4a. This allows to simultaneously extract SFlight and fit εb, minimising
the effect of a potential mis-modelling of the b-jet efficiency on the mis-tag rate. To account for
any discrepancies between the SFs for the DL1r and DL1rFlip taggers, MC is used to derive an
extrapolation uncertainty. The final scale factors from the mis-tag rate calibration are shown in
Figure 4b.

(a) SV mass distribution [11].
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Figure 4: Calibration of the light-jet mis-tag rate with Z+jets events.
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