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1. Introduction

In high-energy physics, the hadronic interactions and the decay of the produced secondary par-
ticles were studied mainly in fixed-target experiments. To reach higher energies in the interactions,
modern experiments are designed to study particle production with colliding beams. The Large
Hadron Collider (LHC) was the first accelerator that allowed to study energies above the knee in
the cosmic ray spectrum. Nevertheless, the most powerful accelerator reaches only to energy of
1017 eV (

√
𝑠 ∼ 13 TeV in the center of mass frame). Therefore, the Ultra High Energy Cosmic

Rays (UHECRs), characterized by the highest energies (∼ 1020 eV corresponding to an equivalent
center of mass energies of the interaction with air nuclei

√
𝑠 ∼ 430 TeV for protons), give the

unique chance to investigate hadronic interactions at energies well beyond those achievable with
human-made accelerators through the measurement and the interpretation of the primary induced
air showers.

The Pierre Auger Observatory [1], located on a vast plain in Argentina, in the Province of
Mendoza, at 1440 m above sea level, is the largest observatory ever built to detect Extensive Air
Showers (EAS) resulted from a high-energy cosmic ray interacting with an air molecule in the
upper atmosphere. The observatory combines a Surface Detector (SD) consisting of 1600 water-
Cherenkov detectors, arranged on an isometric triangular grid with 1500 m spacing, covers an area
of 3000 km2 and a Fluorescence Detector (FD), comprising 27 telescopes distributed on four sites.
The array measures with high-statistics the secondary particles at the ground level. The primary
energy and the shower geometry are retrieved from the signal and time information of the triggered
stations. The FD observes the longitudinal development of the EAS through the florescence light
emitted by the de-excitation of the nitrogen molecules. The measurements of the calorimetric energy
and of the atmospheric depth at which the shower reaches the maximum number of particles, 𝑋max,
are provided by the FD. The properties of the air showers are, in this way, measured to determine
the energy and arrival direction of each cosmic ray and to provide a statistical determination of the
distribution of primary masses.

The measurements are compared with the simulated observables using the current high-energy
hadronic interaction models. These models used to simulate EAS are based on the extrapolation
of physical quantities towards cosmic ray energies and also phase-space regions inaccessible in
human-made detectors. Currently, the available high-energy interaction models are not able to
describe all observables of air showers consistently. In this sense, searches for inconsistencies and
analysis of the relationship between some observables and the physical parameters are needed to
improve the models. In this review, a selection of studies performed to investigate the agreements
and the tensions between measured observables and the model predictions through both self-
consistency tests and direct approaches are described. The hadronic interaction models considered
are EPOS-LHC [2], Sibyll2.3 [3], Sibyll2.3c [4], Sibyll2.3d[5] and QGSJetII-04 [6].

2. Depth of the shower development

In this section, selected analysis concerning the depth of shower maximum, 𝑋max are presented.
First, the study performed to investigate the consistency between measured depth of the shower
maximum and its value obtained from simulations done using different high-energy interaction
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Figure 3. The mean (left) and the standard deviation (right) of the Xmax distributions measured by Auger, as a function of energy
compared to air-shower simulations for proton and iron primaries.
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Figure 4. Results from a fit of the Xmax distributions with a superposition of H, He, N and Fe induced air showers. The error bars
indicate the statistics (smaller cap) and the systematic uncertainties (larger cap). The bottom panel indicates the goodness of the fits
(p-values).

3 Mass composition

Composition is addressed using the depth of the position
of the maximum in the energy deposit of shower particles,
Xmax, which is measured by the FD. In a simplistic pic-
ture, the sensitivity of Xmax to mass composition relies on
the fact that showers from heavier (lighter) nuclei develop
higher (deeper) in the atmosphere and their profiles fluctu-
ate less (more).

The measurements by Auger are robust for the accu-
rate data selection and the statistical quality of the Xmax
distributions that are obtained. For the limited field of view
of the telescopes, depending on the zenith angle and im-
pact point of the shower, a fluorescence detector views a
di↵erent range of Xmax. The Auger analysis adopts event
selection and quality cuts that allow us to get rid of this
bias and thus obtain unbiased Xmax distributions. Cor-

recting for detector resolution and acceptance, the first
two moments of the distributions (mean and standard de-
viations) can be directly compared to air shower simula-
tions. The Auger Collaboration has published Xmax mea-
surements for hybrid showers having energies above 1017.8

eV [12] and recently reported preliminary results extend-
ing these measurements down to 1017.2 eV [3, 13]. Fig. 3
shows the latest data. In terms of average mass cosmic
rays evolve towards a lighter composition between 1017.2

and 1018.3 eV, qualitatively corresponding to a transition
from a heavy Galactic composition to a light extragalactic
composition. At higher energies the trend is reversed and
the average mass increases with energy.

The comparison of the hXmaxi energy dependence be-
tween Auger and TA is not immediate because di↵erent
approaches are used to measure this observable by each

Figure 1: The mean (left) and the standard deviation (right) of the 𝑋max distributions measured by Auger, as a function
of energy compared to air shower simulations for proton and iron primaries. Figures from [7].

models is shown. Afterwards, a direct approach to retrieve the cross section of proton-air interactions
from the 𝑋max distributions is described.

2.1 Self-consistency tests of the hadronic interaction models through the 𝑋max distributions

The mass composition of the UHECRs can be estimated from the distributions of the depth
of the shower maximum. In particular, air showers induced by light cosmic rays develop deeper
in atmosphere than those generated by a heavier primary. Moreover, heavy nuclei are expected to
produce shower-shower fluctuations smaller than protons. In Fig. 1, the latest FD measurements [7]
of the two first moments of the 𝑋max distribution as a function of the energy are shown. Moreover,
the simulated mean and standard deviation of the distributions for protons (red curve) and iron (blue
curve) induced air showers using three different hadronic interaction models are shown. It can
be noticed that the models reproduce well the measured 𝑋max and, independently of the hadronic
interaction models, it is found that below the ankle the spread of the masses in the primary cosmic
rays is larger than for higher energies. As shown in Fig. 1, these results are also supported by
the SD observables sensitive to the mass composition. In this case the information about the mass
composition is retrieved from the time structure of the signals recorded by the water-Cherenkov
detectors (see [8] for the details). Nevertheless, a certain tension can be observed for QGSJetII-04
by comparing the energy evolution of the mean and the standard deviation of 𝑋max. At 1018.2 eV
a pure proton flux can be observed from the mean of the 𝑋max with respect to a mixture of lighter
primaries shown in the standard deviation in that energy bin.

2.2 Proton-air cross section (direct approach)

The proton-air cross section for particle production at the center of mass energy per nucleon
of 57 eV has been derived from the distribution of the depth of the shower maxima [9]. 𝑋max is
strongly correlated with the first interaction depth, 𝑋0. The distribution of 𝑋0, for a fixed energy, is
given by the cross section of proton-air interactions at that energy. To determine the measurement
of the proton-air cross section a specific parameter, strictly related to the cross section, of the
𝑋max distribution has been considered. This parameter, called Λ𝜂 ( where 𝜂 denotes the fraction
of the most deeply penetrating air showers), described the exponential shape of the tail of the
𝑋max distribution, d𝑁/d𝑋max ∝ exp(−𝑋max)/Λ𝜂 . The observable Λ𝜂 for energy of 1018.24 eV was
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Figure 2: Conversion of Λη to σp−air. The simulations includes all detector resolution effects, while the data
is corrected for acceptance effects. The solid and dashed lines show the Λη measurement and its projection
to σp−air as derived using the average of all models.

earlier studies it was shown that primary particles heavier than Helium have only negligible impact
on the analysis. The consequence of helium on the result is studied with simulations by produc-
ing samples of mixed proton-helium composition and testing the response of the analysis. There
are indications that the helium content in the used data is not larger than on the order of 25% [3],
which is also the number used in the past for this purpose. The impact of 25% helium on the cross
section result is thus considered as systematic uncertainty towards smaller values of σp−air. The
contamination with primary photons is excluded to be larger than 0.5% in the energy range under
investigation [14] and the impact on the cross section is added as systematic uncertainty towards
larger values of σp−air.

6. Results and summary

An updated measurement of the proton-air cross section with hybrid data of the Pierre Auger
Observatory is presented. The result is shown in Fig. 3 and compared to previous measurements and
model predictions. With respect to the previous measurement, the number of events is increased
by about a factor of four. The measured value of Λη = 57.4± 1.8g/cm2 in the energy range
1018− 1018.5 eV is within 0.5 standard-deviations from the previous measurement. The statistical
uncertainty of the measurement is consistent with a scaling by 1/

√
N.

New hadronic interaction models, EPOS-LHC and QGSJetII.04, which are tuned to LHC data,
are used for the conversion of Λη to σprodp−air. It is interesting to note, that the difference between
these two models has changed by almost a factor of two with respect to the models prior to tuning
to LHC data (EPOS-1.99 and QGSJetII.03). However, currently we keep also the SIBYLL 2.1
model as part of the analysis in order to get a more diverse estimation of the underlying modeling
uncertainties. Since SIBYLL has not changed with respect to the previous analysis and both EPOS-
LHC as well as QGSJetII.04 consitently predict larger values of σp−air, the use of SIBYLL 2.1 leads
to a slightly smaller central value of the final measurement and, even more relevant, a larger model-
dependence. This will be revisited as soon as the next version of SIBYLL, also tuned to the LHC
data, will be released for air shower simulations. It is a very interesting question, whether the trend
observed with EPOS and QGSJetII continues and the overal model-dependence is further reduced.
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Figure 1: The Xmax-distributions in the two energy intervals. The result of the unbinned log-likelihood fit to
derive Λη is shown in the range of the tail fit.

is identified, and only showers with an unbiased Xmax measurement within this range are consid-
ered. This provides the best possible estimate of the shape of the whole Xmax-distribution, but with
a significant cost in terms of available event statistics. This distribution is used to determine the
Xmax-intervals containing the 20% most deeply penetrating showers.

Given this Xmax-interval, the event selection is updated by only requiring an unbiased Xmax-
measurement in the tail region of the distribution. This step increases the available statistics for the
measurement of Λη by a factor of about three. At this stage the Xmax-distributions exist containing
the unbiased tail from Xη ,start = 762.2g/cm2 to Xη ,end = 1009.7g/cm2 for the 1017.8−1018 eV range
and Xη ,start = 782.4g/cm2 to Xη ,end = 1030.1g/cm2 for the 1018−1018.5 eV range. The upper end
of the fit-range, chosen to exclude 0.1% of all available showers, also reduces the sensitivity to any
possible primary photon contribution.

Due to the nature of the analysis, where the exponential tail of a distribution is measured,
it is crucial to consider the Poissonian fluctuations of the data. This is achieved by numerically
optimizing the following unbinned log-likelihood function for the Λη parameter

logL=
Nevts

∑
i=1
log p(Xmax,i;Λη) with (4.1)

p(Xmax;Λη) =
[
Λη

(
e−Xη ,start/Λη − e−Xη ,end/Λη

)]−1
e−Xmax/Λη . (4.2)

The statistical uncertainty of the result is determined using the values of Λη where the likelihood
exceeds logLmin+0.5. For simulated showers the default choice of Xη ,end = ∞ is used, which an-
alytically yields the optimal result Λopt,MCη = ∑Nevts

i=0 (Xmax,i−Xη ,start)/Nevts, and the uncertainty can
be derived from error propagation. The fit-range as well as the result is shown in Fig. 1.

The stability of the measurement of Λη from data is tested by subdividing the data sample
according to the zenith angle and to the distance of showers. The event selection cuts are changed
within their experimental uncertainties. The observed variation of Λη are consistent with statis-
tical fluctuations. The standard deviation of these various observed deviations is considered as a
systematic uncertainty for the measurement of Λη .

5. Determination of σp−air

The value of σp−air is derived from the comparison of ΛMCη , as calculated from full Monte

5

Figure 2: 𝑋max distribution in the considered energy value as measured at the Pierre Auger Observatory. The red line
corresponds to the unbinned log-likelihood fit performed to obtain the parameter Λ𝜂 , which describes the tail of the
distribution. (left) Conversion function between Λ𝜂 and the proton-air cross section for the same energy interval and for
different high-energy hadronic interaction models (right). Figures from [9, 10].

measured from the 𝑋max distribution observed at the Pierre Auger observatory shown in Fig. 2 (left
side) with the unbinned log-likelihood fit. To enhance the proton fraction in the considered data
set, the 𝑋max-distribution includes a fraction 𝜂 = 0.2 of the most deeply penetrating air shower. To
convert the measuredΛ𝜂 and determine the proton-air cross section, the use of air shower simulation
is required, which introduces some dependence on model assumptions. In particular, the effect of
changing cross section empirically has been explored by multiplying all hadronic cross sections
by an energy dependent factor that is unity below 1015 eV where the simulation models agree
with the LHC data. For each interaction model the factor value is obtained in order to reproduce
the measured value Λ𝜂 . The resulting conversion functions for the different hadronic interaction
models are shown in Fig. 2 (right side). The cross section obtained by projecting the measurement
from Auger is 505 ± 22(stat)+28

−36(syst) mb.

3. Muon content distribution measured at ground

The number of muons is sensitive to hadronic interaction and also to the nature of the primary
cosmic ray because the higher the mass of the primary cosmic ray, the more muons are produced.
The number of muons, 𝑁𝜇 measured at ground is obtained by considering only inclined showers
(exceeding 62◦). For these showers, the electromagnetic component is mainly absorbed during the
passage in the atmosphere, and the particles measured at the ground are dominated by the muon
component. In Fig. 3, the average number of muons (left) and its relative fluctuation (right) as
a function of energy are shown [11]. In particular, 𝑅𝜇 is the integrated number of muons at the
ground divided by a reference value given by the average number of muons produced by proton
initiated air-showers with energies of 1019 eV. The measurements are compared to simulations with
proton (red curve) and iron (blue curve) primaries. It is clear that the average number of muons
is not reproduced by simulations. For any hadronic interaction model the measured number of
muons exceeds all the simulated predictions. This is the so-called muon deficit problem. On the
other hand, the measurement of the relative fluctuations, that depend mainly to the first interaction,
falls within the range that is expected from current high-energy hadronic interaction models. This
agreement between models and data for the fluctuations combined with the deficit in the predicted
number of muons, suggests that the origin of the models muon deficit consisting on a small
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The probability of hybrid events hðEÞ (product of the
energy spectrum of cosmic rays and the efficiency of
detection) can be obtained from the data, as explained in
and [10,24,26]. The rhs of Eq. (2) depends on the
parameters a and b via Eq. (1). To obtain the energy
dependence of the fluctuations, we parametrize σ by six
independent values such that σðEÞ ¼ σ̂k · hRμiðEÞ, where
the constants σ̂k are the relative fluctuations in the kth
energy bin with limits ½Ek−1; Ek%, where k runs from one to
six. In Eq. (2), k ¼ 0 corresponds to the contributions from
the interval ½0; Ethr%, where the SD is not fully efficient. The
fluctuations here are assumed to take the value of the first
fitted bin σ̂0 ≡ σ̂1.
The sum over the index i in Eq. (2) (the usual sum over

the log-likelihoods of events) includes only events above
the energy threshold of 4 × 1018 eV. The function CðEÞ is
the normalization factor from the double Gaussian. The
result of the fit for the parameters a and b are shown in
Fig. 1. The fluctuations are shown in Fig. 2. The distri-
bution of the number of muons and the PDF in the
individual energy bins can be found in the Supplemental
Material [17].
The dominant systematic uncertainties of σ come from

the uncertainties in the resolutions sE and sμ. For sμ we
estimate the uncertainty using simulations and data. In
simulations, the uncertainty was estimated by the spread in
a sample of simulated showers, where each shower is
reconstructed multiple times, each time changing only the
impact point at the ground. For data, we reconstruct the
same event multiple times, leaving out the signals from one
of the detector stations. The average relative resolution

hsμ=Rμi and its systematic uncertainty is thus ð10& 3Þ%
at 1019 eV.
We verified the values of sE by studying the difference in

the energy reconstruction of events measured independently
by two or more FD stations. The width of the distribution of
these energy differences is found to be compatible with sE.
We therefore take the statistical 1-σ uncertainties of this
cross check as a conservative upper limit of the systematic
uncertainty of sE [27]. The average relative energy reso-
lution hsE=Ei is about ð8.4& 2.9Þ% at 1019 eV. We have
further confirmed that there are no significant contributions
to the fluctuations from differences between the individual
FD stations, neither related to the longtime performance
evolution of the SD and FD detectors.
Any residual electromagnetic component in the signal

would affect the lower zenith angles more. We therefore
split the event sample at the median zenith angle (66°) and
compare the resulting fluctuations. We find no significant
difference between the more and the less inclined sample.
In another test, we do find a small modulation of hRμi

with the azimuth angle (<1%), which we correct for. This
modulation is related to the approximations used in the
reconstruction, which deal with the azimuthal asymmetry
of the muon densities at the ground due to the Earth’s
magnetic field [3]. Finally, we have run an end-to-end
validation of the whole analysis method described in this
Letter on samples of simulated proton, helium, oxygen, and
iron showers.
Because of the almost linear relation between Rμ and E,

the systematic uncertainty on σ due to the uncertainty of the
absolute energy scale of 14% [25] practically cancels out in
the relative fluctuations. The systematic uncertainty in the
absolute scale of Rμ of 11% [5] drops out for the same
reason. The systematic effects for the bin around 1019 eV
are summarized in Table I. Over all energies, the systematic
uncertainties are below 8%.
Results and discussion.—The best-fit value for the

average relative number of muons at 1019 eV (parameter a)
is hRμið1019eVÞ¼1.86&0.02ðstatÞþ0.36

−0.31ðsystÞ. For the
slope (parameter b) we find dhlnRμi=d lnE ¼ 0.99&
0.02ðstatÞ þ0.03

−0.03ðsystÞ. These values are consistent with
the values previously reported [5,17].

FIG. 2. Measured relative fluctuations in the number of muons
as a function of the energy and the predictions from three
interaction models for proton (red) and iron (blue) showers.
The gray band represents the expectations from the measured
mass composition interpreted with the interaction models.
The statistical uncertainty in the measurement is represented
by the error bars. The total systematic uncertainty is indicated by
the square brackets.

TABLE I. Contributions to the systematic uncertainty in the
relative fluctuations around 1019 eV (1018.97–1019.15 eV). The
central value is σ=hRμi ¼ 0.102& 0.029ðstatÞ & 0.007ðsystÞ.

Source of uncertainty Uncertainty (%)

E absolute scale hEi <0.1
E resolution sE 4.6
Rμ absolute scale hRμi 0.5
Rμ resolution sμ 5.2
Rμ azimuthal modulation hRμiðϕÞ 0.5

Total systematics 7.0
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FIG. 3. Measured average number of muons as a function of the energy and the predictions from three interaction models for
proton (red) and iron (blue) showers.

FIG. 4. Left panel: Average number of muons measured as a function of the energy together with the predictions from three
interaction models given the composition measured with Xmax. The line is the best fit of the form hRµi[E] = a(E/(1019 eV))b.
Right panel: Relative fluctuations in the number of muons measured as a function of the energy together with the predictions
from three interaction models given the composition measured with Xmax.

B. Detailed comparison between interaction models and measurement

In Fig. 3 the average number of muons in each bin of energy is shown. The model predictions for proton and iron
primaries are shown as well.

In Fig. 4 the measurement of the average number of muons (left panel) and the relative fluctuations (right panel)
are shown as a function of the energy. The predictions from interaction models given the measured composition
are shown for each model individually. In Figs. 5 and 6 the measurement of the average number of muons and the
relative fluctuations are compared with the predictions from the interaction models separately. All models, given the
measured composition, reproduce the fluctuation measurement. In case of the average number of muons none of the
models yields enough muons to describe the data.

In Fig. 7 the measurement of hXmaxi and hlnRµi at 1019 eV are compared. Both quantities scale linearly with
hln Ai, meaning the predictions for di↵erent primary compositions fall on a line.

Figure 3: Energy evolution of the average number of muons (left) and its relative fluctuation (right) measured at the
Pierre Auger Observatory for inclined showers. The results are compared to proton (red curve) and iron (blue curve)
shower simulations. Figures from [11].
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D. Number of muons and its fluctuations

The average number of muons in a proton shower of energy E has been shown in simulations to scale as
N⇤

µ(E) = C E� where � ' 0.9 (see main text for references).
If we assume all the secondaries from the first interaction produce muons following the same relation as given for

protons above, we obtain the number of muons in the shower as

Nµ(E) =
mX

j=1

C E�
j = N⇤

µ(E)
mX

j=1

x�
j = N⇤

µ(E) ↵1 , (1)

where index j runs over m secondary particles which reinteract hadronically and xj = Ej/E is the fraction of energy
fed to the hadronic shower by each. In this expression the fluctuations in Nµ are induced by ↵1 in the first generation
which fluctuates because the multiplicity m and the energies xj of the secondaries fluctuate.

Consider a “toy“ interaction producing only pions, all with the same energy and only a fraction f of them are
charged and contribute to the hadron cascade. This model has no fluctuations and should by construction give
↵1 = 1, which follows from Eq. (1) if we identify the average number of muons for proton showers with N⇤

µ(E) which
coincides with our definition. This incidentally implies a condition for � = log(m)/ log(m/f) which is the same as
that obtained by Matthews and by Kampert et al. (� ' 0.90 for f = 2/3 and m ⇠ 50). In a more realistic scenario
↵1 fluctuates because the particles do not have the same energy and f (the ratio of charged pions) and m fluctuate.

The measured relative fluctuations as a function of the
energy are shown in Fig. 2. We note that the measurement
falls within the range that is expected from current hadronic
interaction models for pure proton and pure iron primaries
[28–36]. To estimate the effect of a mixed composition, we
take the fractions of the four mass components (proton,
helium, nitrogen, and iron) derived from the Xmax mea-
surements [8,37,38] and, using the simulations of the pure
primaries, calculate the corresponding fluctuations in the
number of muons. The gray band in Fig. 2 encompasses
the predicted σ=hRμi of the three interaction models
QGSJET II-04, EPOS-LHC, and Sibyll 2.3d given the
inferred composition mix for each [17].
In Fig. 3, the effects of different composition scenarios

on both the fluctuations and the average number of muons
can be shown by drawing, at a fixed primary energy of
1019 eV, the relative fluctuations σ=hRμi against the
average number of muons hRμi. Given any one of the
interaction models, any particular mixture of the four
components p, He, N, and Fe falls somewhere within
one of the areas enclosed by the corresponding colored
lines. The points of pure composition in this contour are
labeled accordingly. For each model, the expected values
for σ=hRμi and hRμi given the composition mixture
obtained from the Xmax measurements [8] is indicated
within each contour by the correspondingly colored star
marker. The shaded areas surrounding the star markers

indicate the statistical and systematic uncertainties inher-
ited from the Xmax measurements [39]. Finally, our meas-
urement with statistical and systematic uncertainty is
shown by the black marker.
Within the uncertainty, none of the predictions from the

interaction models and the Xmax composition (star markers)
are consistent with our measurement. The predictions from
the interaction models QGSJET II-04, EPOS-LHC, and
Sibyll 2.3d can be reconciled with our measurement by an
increase in the average number of muons of 43%, 35%, and
26%, respectively. For the fluctuations, no rescaling is
necessary for any model.
Taken together, the average value and fluctuations of the

muon flux constrain the way hadronic interaction models
should be changed to agree with air shower data. To see
this, we briefly discuss the origin of the fluctuations.
The average number of muons in a proton shower of

energy E has been shown in simulations to scale as
hN!

μi ¼ CEβ, where β ≃ 0.9 [12,13,22,23]. If we assume
all the secondaries from the first interaction produce muons
following the same relation as given for protons above, we
obtain the number of muons in the shower as

Nμ ¼
Xm

j¼1

CEβ
j ¼ hN!

μi
Xm

j¼1

xβj ¼ hN!
μiα1; ð3Þ

where index j runs over m secondary particles which
reinteract hadronically and xj ¼ Ej=E is the fraction of
energy fed to the hadronic shower by each [41]. In this
expression, the fluctuations in Nμ are induced by α1 in the
first generation, which fluctuates because the multiplicitym
and the energies xj of the secondaries fluctuate [13].
We can continue this reasoning for the subsequent

generations to obtain

Nμ

hN!
μi

¼ α1α2 % % % αi % % % αn; ð4Þ

here the subindex i runs over n generations, until the
cascade stops. We note that, for the calculation of α2, in the
second generation, there are m particles contributing.
Assuming the distributions of the α’s for each one are
similar, when adding up the muons produced by each, the
fluctuations produced by one are statistically likely to be
compensated by another. In other words, the α2 distribution
is narrower by a factor ∼1=

ffiffiffiffi
m

p
. The deeper the generation,

the sharper the corresponding αi is expected to be. As a
result, the dominant part of the fluctuations comes from the
first interaction. This has also been observed with simu-
lations. The model can be generalized for primary nuclei
with mass A using the superposition model and fixing the
number of participants to A protons, which reduces the
different contributions to the fluctuations by a factor
∼1=

ffiffiffiffi
A

p
.

FIG. 3. Data (black, with error bars) compared to models for the
fluctuations and the average number of muons for showers with a
primary energy of 1019 eV. Fluctuations are evaluated in the
energy range from 1018.97 to 1019.15 eV. The statistical uncer-
tainty is represented by the error bars. The total systematic
uncertainty is indicated by the square brackets. The expectation
from the interaction models for any mixture of the four compo-
nents p, He, N, Fe is illustrated by the colored contours. The
values preferred by the mixture derived from the Xmax measure-
ments are indicated by the star symbols. The shaded areas show
the regions allowed by the statistical and systematic uncertainties
of the Xmax measurement [39].

PHYSICAL REVIEW LETTERS 126, 152002 (2021)
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Figure 4: Data (black dot with error bars) compared to models for the fluctuations and the average number of muons.
The simulated expected values are obtained for any mixture of four different primaries and are represented by the colored
contours. The star symbols are obtained using the mass composition mixture derived from 𝑋max measurements (left).
Average logarithmic muon content as a function of the average shower depth (right). Figures from [11].

deficit at every stage of the shower that accumulates along the shower development, rather than
a discrepancy in the first interaction. Adjustments to models to address the current muon deficit
must therefore not alter the predicted relative fluctuations. Although increasingly disfavoured, if
the deficit could be originating from the highest energy interactions, a possible interpretation could
be found considering exotic phenomena. To compare directly the measured and simulated results
for the average number of muons and its relative fluctuation, a certain energy value has to be
taken into account. The result obtained for a primary energy of 1019 eV is shown in Fig. 4 (left
side). Moreover, in Fig. 4, the effects of different composition scenario considering four different
primaries (colored contours) on both the fluctuations and the average number of muon are shown.
None of the predictions given by the hadronic interaction models and by the mass composition
retrieved from 𝑋max measurements (star markers), is consistent with the measurement (black dot)
within the uncertainty. The increases in the average number of muons, necessary to reconcile the
simulated values with the measurement, correspond to 26% for Sibyll2.3d, 35% for EPOS-LHC and
to 43% for QGSJetII-04. From the comparison of the simulated and measured values of the mean
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Fig. 11 Energy-normalized muon densities 〈ρ35〉/(E/1018 eV) as a
function of E compared to expectations from simulations using EPOS-
LHC (dashed) and QGSJetII- 04 (dotted). Error bars denote the statisti-
cal uncertainties, while systematic uncertainties are indicated by square
brackets

the p.d.f. reduces to a discrete sum over the events:

p � 1

Ntot

Ntot∑

i=1

RSD(ESD|ESDi , σSDi )

×RUMD(ρ35|ρ35(ESDi ), σUMDi ). (15)

Using the relationship of equation (13), the coefficients
A and B are then determined maximizing the log-likelihood
function ln L (A, B) = ∑N

k=1 p(ρ35k, ESDk) where N is
the number of events above 1017.3 eV. Note that, as a rem-
nant of the integration over energy between 0 and infinity
in equation (14), the sum over the Ntot events entering into
equation (15) extends to lower energies to capture the fluctu-
ations of the energy estimator. The best fit solution is shown
as the solid line in Fig. 10, obtained for the best-fit parameters

A = (1.75 ± 0.05(stat.) ± 0.05(sys.)) m−2, (16)

B = 0.89 ± 0.04(stat.) ± 0.04(sys.). (17)

The statistical parameter uncertainties have been calculated
by generating 1000 balanced bootstraps from the data set,
repeating the fit for every bootstrap sample, and calculating
the standard deviations from fit results. The distribution of
the normalized residuals (ρ35−〈ρ35〉)/〈ρ35〉 is shown in the inset
of Fig. 10.

The evolution of the muon content in data is compared
to that in simulations of proton (in red) and iron (in blue)
primaries in Fig. 11, bracketing the lightest and heaviest
cosmic-ray primaries. The muon densities are normalized
by the energy to soften most of the energy scaling and thus
emphasize the effect of the primary mass on the muon num-
ber. The number of events in each energy bin is stated at
the top of the figure. The statistical uncertainties are shown

as the error bars, propagating the correlation between ρ35

and E , while the square brackets stand for the systematic
uncertainties. The impact of the systematic uncertainty in
the SD energy estimate, amounting to 14%, is shown by the
diagonal shift of the square brackets. The obtained fit curve
is shown as the black solid line with a shaded band cor-
responding to the statistical uncertainties. Simulation results
have been obtained by making use of two leading LHC-tuned
high-energy hadronic interaction models, namely EPOS-
LHC (dashed) and QGSJetII- 04 (dotted). The gain param-
eters, B, obtained from both hadronic interaction models are
B = 0.91 for iron and B = 0.92 for proton primaries, con-
sistent within uncertainties to those obtained from data.

However, the observed muon densities are larger in data
than those predicted by the models. For instance, in the
extreme case of a pure iron composition, the observed val-
ues are between 8% (EPOS- LHC) and 14% (QGSJetII- 04)
larger than those predicted at 1018 eV. We note however that
a shift of the data points within the systematic uncertainties
is enough to bring them in the region of the iron primaries.
These systematic uncertainties are mainly inherited from the
energy scale uncertainty [34]. They appear to be the limiting
factor to use ρ35 as a mass-composition estimator, but we
show next the power of the ρ35 measurements to probe the
consistency of hadronic interaction generators to model the
development of EASs.

4.2 Combination with other measurements

The muon density is sensitive to the primary mass composi-
tion. The above result can thus be used to test the ability of
the hadronic interaction models to describe air showers by
comparing it with that expected from the primary composi-
tion extracted in an independent way. Thanks to the hybrid
nature of the Pierre Auger Observatory, such an independent
mass-composition estimate is inferred from measurements
of the mean depth of shower maximum 〈Xmax〉 [32].

The most prominent mass-sensitive tracer is Xmax, a quan-
tity directly observed with fluorescence detectors. It strongly
depends on the primary particle interaction with air nuclei
through the inelastic cross section and the multi-particle
production, in particular through high-energy neutral pions
which decay into photons at high energies. In this regard,
models maximally benefit from the studies of proton-proton
and proton-nucleus collisions at the LHC. By contrast, the
muon content of EASs stems from a multi-step cascade pro-
cess, mostly driven by interactions of secondary charged
pions and kaons with air. ρ35 thus depends on properties of
pion-air collisions over a wide range of energies, for which
a detailed knowledge is lacking.

Furthermore, in the framework of the generalised Heitler
model, both quantities can be related to the mean logarith-
mic mass 〈ln A〉 through a linear dependence. Consequently,

123

Figure 5: Energy-normalized densities as a function of 𝐸 compared to the expectations for protons induced air showers
(red curve) and iron induced air showers (blue curve). Figure from [15].

logarithmic muon content and the average maximum shower depth, shown in Fig. 4 (right side), it
is worth noting that even though the simulated mean 𝑋max is consistent with data, the muon content
is not well reproduced. Therefore, the correction needed in the high-energy hadronic interaction
models to reproduce the average number of muons would lead to a change in the 𝑋max value and
in the interpretation of the mass composition. In this regard, multivariate comparison between
simulations and measurements, involving simultaneously the 𝑋max values and the muon content,
could reveal inconsistencies not clear from one dimensional analysis [12]. Furthermore, an upgrade
of the observatory, AugerPrime, is currently being deployed [13]. Its main goal is the improvement
of the measurement of the composition-sensitive observables allowing to disentangle the number
of muon [14]. A deficit in the number of muons predicted by hadronic interaction models is
also observed from the direct measurement of the muon density with buried muon counters [15].
The results are based on 1 year of calibrated data collected by the engineering array of the Auger
Muons and Infill for Ground Array (AMIGA) Detector for showers above 1017.5 eV and zenith
angle between 0◦ and 45◦. In Fig. 5, it can be noticed that the observations suggest that the current
hadronic interaction models fail to reproduce the measured number of muons. In particular, the
simulations between 1017.5 eV and 1018.0 eV show that for EPOS-LHC an increase 38% is required
at both the energies, while for QGSJetII-04 an increase of 50% and 53% is needed at each energy
respectively.
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