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The results of a Machine Learning-based method is presented here to investigate the scaling
properties of the final state charged hadron and mean jet multiplicity distributions. Deep residual
neural network architectures with different complexities are utilized to predict the final state
multiplicity distribution from the parton-level final state, generated by the Pythia Monte Carlo
event generator. Hadronization networks were trained by

√
𝑠 = 7 TeV events, while predictions

have been made for various LHC energies from
√
𝑠 = 0.9 TeV to 13 TeV. Scaling properties

were adopted by the networks at hadronic level, indeed KNO-scaling is preserved—although, the
scaling of the mean jet multiplicity distributions varies for the applied models.
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1. Introduction

The utilization of Machine Learning techniques in high-energy physics is getting more-and-
more popular, with increasing number of successful applications [1–3]. Neural networks (NN)
perform well, representing complex phenomenological models of the high-energy collisions—see
[4–6] and the further references therein. Modelling the jet formation and/or hadronization is espe-
cially a good testbed by applying deep residual networks. Therefore, numerous studies investigate
and calculate the most fundamental experimental observables in proton-proton collisions [4–7].
A primary result is the generalization capability of the NN models: although they were trained
at a single center-of-mass energy of

√
𝑠 = 7 TeV, trained networks carry information on a wide

kinematical ranges and multiplicities at other energies as well. Therefore, complex architectures
are able to predict qualitatively good observational values at any LHC energies.

In high-energy proton-proton collisions, the mean (charged) hadron multiplicity, 𝑃𝑛 depends on
the center-of-mass energy. Moreover, with appropriate reformulation, the multiplicity distributions
of charged hadrons and jets collapse onto a universal scaling curve at all energies. This observation
is known as the KNO-scaling [8–10]: 𝑃𝑛 = 1

⟨𝑛⟩Ψ
(

𝑛
⟨𝑛⟩

)
, which is violated at higher energies [11].

In the current study we investigate the KNO-scaling for multiplicity distributions of charged
hadrons and jets at proton-proton collisions. Results were performed by neural networks at various
LHC energies from

√
𝑠 = 0.9 to 13 TeV.

2. Results from the Model

The multiplicity distributions of charged hadrons are presented here. We calculated partonic
final states by the Pythia Monte Carlo generator and applied a neural network based ’hadronization’
algorithm, instead of the Lund hadronization model in Pythia [12–14]. Results are shown in the
left panel of Figure 1, where the Pythia-calculated multiplicity distributions are compared with the
predicted results for various c.m. energies in a wide rapidity region of |𝑦 | < 3.0. The right-hand
side plot shows the corresponding Ψ(𝑧) scaling functions, with the joint curves as the effect of
KNO-scaling. Note that, mostly, jetty events are considered (i.e. events where at least 2 jets with
𝑝𝑇𝐽 ≥ 40 GeV and 𝑅 = 0.4 are present). See Ref. [4] for the event selection criteria and for the
specific model details.
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Figure 1: Charged hadron multiplicity and the KNO-scaled multiplicity in proton-proton collisions, |𝑦 | < 3.
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We found, the Machine Learning approach results in a good agreement with the reference
Monte Carlo model at all LHC energies, indicating that the neural networks were able to adopt the
multiplicity scaling. Moreover, the KNO-scaling seems to be fulfilled for the models, presenting
only slight deviations due to statistical reasons and especially at the lowest energy and at the highest
multiplicities. According to the scaling curves of Figure 1, the higher event multiplicity does not
eventuate in a significant scaling violation. This observation is opposite to the measurement by the
CMS Collaboration, however, in a less biased data sample [11].

Figure 2. shows the mean jet multiplicity distributions (left panel) and the their KNO-scaled
curves (right panel). Although, due to statistical reasons the neural network based predictions
present a larger deviation with respect to the reference Pythia results, the scaling manifests in this
case, as well. The scaled curves collapse into a universal curve at all energies for each investigated
model, but the predicted scaling itself is differently grouped. This is an interesting outcome, which
might be originated in different entropy production mechanisms of the models.
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Figure 2: Jet mean multiplicity and the KNO-scaled multiplicity in proton-proton collisions, for jets with
𝑝𝑇𝐽 ≥ 40 GeV and 𝑅 = 0.4.

3. Summary

In this contribution the scaling properties of neural network based hadronization model calcula-
tions of charged hadron multiplicities and jets at LHC energies were presented. The neural networks
were able to adopt the KNO-scaling in jetty events at |𝑦 | < 3 rapidity. Although the training of the
neural networks were done at

√
𝑠 = 7 TeV energy in proton-proton collisions, predictions also for

various other LHC-energies resulted in a good agreement with the reference Pythia calculations.
On the other hand, the mean jet multiplicity distributions revealed diverse scaling behavior for the
different models.
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