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The High-Luminosity LHC (HL-LHC) will usher in a new era in high-energy physics. The HL-LHC experimental conditions entail an instantaneous luminosity of up to $7.5 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1}$ and up to 200 simultaneous collisions per bunch crossing (pileup). To cope with those conditions, the CMS detector will undergo a series of improvements, in what is known as the Phase-2 upgrade. In particular, the upgrade of the Data Acquisition and of the High-Level Trigger (DAQ–HLT) will have to address a much higher event rate and more complex events. In this paper, we will discuss the aspects of the HLT upgrade, detailing the development of the online reconstruction, the construction, characterisation and timing/rate measurement of a simplified HLT menu, the role of heterogeneous architectures in the HLT and the plan of work and milestones until the beginning of Phase-2.
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1. Introduction

The Compact Muon Solenoid (CMS) detector [1] will undergo the so-called Phase-2 upgrade [2] and this will allow the experiment to address the conditions of the High-Luminosity LHC (HL-LHC). All CMS subdetectors will be upgraded, and the Trigger and Data Acquisition system is no exception. The experiment will continue using a two-level trigger system, similarly to what was done for the first LHC era. The Phase-2 Level-1 Trigger (L1T) will be implemented in custom-made electronics and dedicated to analyse the detector information with a maximum latency of 12.5 µs; the Phase-2 High Level Trigger (HLT) will be implemented as a series of software algorithms, running in a heterogeneous-architecture computing farm. The complete information on the Phase-2 HLT is available in the DAQ–HLT Technical Design Report (TDR) [3].

The Phase-2 HLT will analyse the full L1T output of up to 750 kHz. It will need high selection efficiency for events of interest whilst staying within the envelopes of acceptable output rate / bandwidth and computing farm size dictated by the experimental budget. Table 1 summarises the CMS Phase-2 trigger and DAQ projected running parameters.

<table>
<thead>
<tr>
<th></th>
<th>LHC</th>
<th>HL-LHC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMS detector</td>
<td>Phase-1</td>
<td>Phase-2</td>
</tr>
<tr>
<td>Peak (PU)</td>
<td>60</td>
<td>140</td>
</tr>
<tr>
<td>L1 accept rate (maximum)</td>
<td>100 kHz</td>
<td>500 kHz</td>
</tr>
<tr>
<td>Event Size at HLT input</td>
<td>2.0 MB</td>
<td>6.1 MB</td>
</tr>
<tr>
<td>Event Network throughput</td>
<td>1.6 Tb/s</td>
<td>24 Tb/s</td>
</tr>
<tr>
<td>Event Network buffer (60 s)</td>
<td>12 TB</td>
<td>182 TB</td>
</tr>
<tr>
<td>HLT accept rate</td>
<td>1 kHz</td>
<td>5 kHz</td>
</tr>
<tr>
<td>HLT computing power</td>
<td>0.7 MHS06</td>
<td>17 MHS06</td>
</tr>
<tr>
<td>Event Size at HLT output</td>
<td>1.4 MB</td>
<td>4.3 MB</td>
</tr>
<tr>
<td>Storage throughput</td>
<td>2 GB/s</td>
<td>24 GB/s</td>
</tr>
<tr>
<td>Storage throughput (Heavy-Ion)</td>
<td>12 GB/s</td>
<td>51 GB/s</td>
</tr>
<tr>
<td>Storage capacity needed (1 day)</td>
<td>0.2 PB</td>
<td>1.6 PB</td>
</tr>
</tbody>
</table>

Table 1: CMS Phase-2 trigger and DAQ projected running parameters, compared to the design values of the current (Phase-1) system.

2. Physics Objects and HLT Conceptual Structure

In the HLT, the reconstruction of the physics objects – leptons, hadronic jets and global event quantities – uses the same algorithms and framework as the offline reconstruction, the CMS Software Framework (CMSSW), the difference being that the online reconstruction has added emphasis in execution speed. The reconstruction algorithms are encapsulated in modules, which are organised in logical sequences called HLT paths. An HLT path targets a given final state and comprises both producer modules, which calculate a given quantity of interest, and filter modules, which interrupt further processing of the event if it does not achieve a certain selection criteria. The HLT paths are then designed around the concept of early filtering – slower, more accurate modules are run only if the event is pre-accepted by faster, less accurate ones. The HLT menu is then the set of all HLT paths used to collect data. An event is saved for offline analysis if any path accepts it. It is integrated in such a way that computed variables can be reused amongst paths. Since CMSSW has had multithreading capabilities since 2016, the HLT menu allows both parallel event processing and simultaneous execution of modules within a single event.
2.1 Online Reconstruction

The greatest difference of Phase-2 online reconstruction with respect to the current one is the reconstruction of energy deposits and charged particle tracks in the High-Granularity Calorimeter (HGCAL) and the Phase-2 Tracker, which are respectively completely new and redesigned for the upgraded detector. These subdetectors have very high granularity, and their objects reconstruction is usually based on iterative procedures: Kalman filter with deterministic annealing for the tracking and a pair of two algorithms, CLUsters of Energy (CLUE) and The Iterative CLustering (TICL) [4] for the HGCAL reconstruction. Those algorithms have to be finely tuned for the constraints imposed by the online environment; the online Phase-2 baseline tracking is based on only two iterations, whilst the online HGCAL reconstruction runs four iterations.

In the Phase-2 HLT, the reconstruction of the physics objects follows along the same lines as in Phase-1. All objects are seeded from the results of the L1T reconstruction. Electrons and photons are seeded by energy deposits in both the electromagnetic calorimeter and in HGCAL; extensive identification (ID) techniques are employed to reduce backgrounds, based on shower shapes and $E/p$ (for electrons only). Since the Phase-2 L1T has access to Tracker information, the “L1TkMuon” that seeds the HLT muon reconstruction is more precise than the Phase-1 equivalent, which helps increase the overall reconstruction efficiency. Hadronic jets and energy sums (missing $p_T$ and total jet transverse momentum $H_T$) are calculated with inputs from the particle flow algorithm in the barrel and from TICL in the endcap. Extensive pileup mitigations are needed for these objects, in view of the HL-LHC conditions; the PUPPI technique [6] was retuned and deployed for the algorithms that reconstruct jets and sums. Finally, hadronically-decaying tau leptons and b-tagged jets are identified using machine learning techniques, the DeepTau [7] and DeepCSV [8] algorithms. Figures 1 and 2 show efficiency curves for different physics objects in the Phase-2 HLT.

![Efficiency curves for the physics objects](image)

**Figure 1:** Efficiency curves for the physics objects: charged particle tracks (left), muons (middle), and electrons (right). Efficiencies are given as function of the true object parameter, in this case the object $p_T$. In the case of double-object paths, the efficiency for a single object reconstruction is shown. Efficiencies are measured in adequate signal samples. Full details are available in the DAQ–HLT TDR [3].

3. Simplified HLT Menu

The full Phase-1 HLT menu, as deployed during the 2018 run, comprised approximately 600 HLT paths. The majority of those paths had very low rate, $O(1)$ Hz; on the other hand, a few paths, like those dedicated to the collection of single, isolated electrons and muons had a much higher
rate allocation, $O(100)\, Hz$. Currently, CMS has prepared a simplified menu that targets 50% of the Phase-2 rate. It comprises 15 single and double-object based paths, and follows the same overall structure as the Phase-1 menu.

The characterisation of an HLT menu involves measuring its execution time and its output rate. For the rate estimation, we use simulated samples of multijet QCD and electroweak boson events. Rates are calculated as function of the $p_T$ or ID variable threshold, and the overall rate of the menu is calculated summing over all samples. This procedure double-counts events that are selected by more than one path but is adequate for the level of precision intended at this point. Table 2 shows the paths that comprise the simplified menu, together with their $p_T$ thresholds, their L1T seeding, and their rate percentages (for Phase-1) and estimated rates (for Phase-2).

To estimate the timing of the full menu, we extrapolate the measured results of the simplified menu. We do this by comparing the timing of the equivalent of the simplified menu in 2018 to that of the full one; after verifying that the timing distribution is consistent between the two, we derive from that comparison a +50% correction factor to be applied to the Phase-2 simplified menu timing measurement. For the measurement itself, we run the HLT menu over a sample of minimum bias samples skimmed with a selection consistent with that performed by the Phase-2 L1T. We use as reference hardware a node with two AMD EPYC 7502 processors, totalling 64 (128) physical (logical) cores and a computing power of ~ 1680 HS06. The results are shown in Figure 3; the total timing for the simplified HLT menu is measured to be ~ 5.3 s. Two additional considerations have to be made: first, we consider improvements to the algorithms which could lead, with no performance loss, to a faster HLT by a factor of $1.5\times-2\times$. Second, these results have to be extrapolated to consider the computing hardware that will be available during the Phase-2 era.

4. Heterogeneous Computing and Extrapolation to Phase-2

We use the term heterogeneous computing to refer to the usage of computing nodes equipped with different boards that are better adapted to a given task. The prototypical example is that of a node equipped with a general-purpose GPU that leverages its high throughput for efficient parallel
Table 2: Rates and thresholds of the HLT paths that comprise the simplified menu. Paths for collection of events with muons, electrons, photons, and multiple b-tagged jets are very similar to those of Phase-1, whilst those dedicated to regular jets, \( H_T \) and missing \( p_T \) have only small threshold increases. The path dedicated to two tau leptons has had its thresholds reduced, thanks to the improved capabilities of the L1T.

Figure 3: Measurement of the HLT timing in the reference hardware. HGCAL reconstruction (in dark yellow), and pixel and silicon tracking (in green) comprise the majority of the time spent during the online reconstruction.
processing of data. It must be noted that both the data formats and the algorithm design must be adapted in order to leverage the capability of the heterogeneous hardware.

The usage of heterogeneous hardware is a keystone of the CMS Phase-2 computing strategy, both in the offline and online environments. To start building the expertise needed for the Phase-2 deployment, CMS has adapted part of its online reconstruction code for heterogeneous computing and has commissioned an HLT farm with nodes equipped with GPUs starting from 2022. For the Phase-2 heterogeneous HLT, the algorithms for the HGCAL local reconstruction and the Patatrack pixel tracking reconstruction [5] are already under development. Assuming that the price/performance ratio of GPUs follows an evolution similar to that of CPUs, and that CMS will be able to adapt 50–80% of the HLT code to heterogeneous computing, we estimate that the computing power needs in Table 1 will be met with an effective cost of < 1 CHF/HS06 from 2028 onwards.

5. Conclusions

The CMS Phase-2 online reconstruction is at an advanced stage, and a simplified HLT menu based on basic single-object paths has been developed, integrated and characterised. The performance of the HLT paths is very close to that of Phase-1, keeping output rates under control without the need for large increases in \( p_T \) thresholds. The timing structure of the menu is understood, and we show it is possible to meet the overall constraints of the Phase-2 system under two conditions: improving the speed of the HLT algorithms by a small factor and adapting the majority of the code to run on heterogeneous hardware. We now focus on those two improvements, as well as expanding on the foundation provided by the simplified menu into the real HLT menu to be deployed in Phase-2.
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