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Analysis workflows commonly used at the LHC experiments do not scale to the requirements
of the HL-LHC. To address this challenge, a rich research and development program is ongoing,
proposing new tools, techniques, and approaches. The IRIS-HEP software institute and its partners
are bringing together many of these developments and putting them to the test in a project called the
Analysis Grand Challenge (AGC). The AGC aims to demonstrate how novel workflows can scale
to analysis needs at the HL-LHC. It is based around a physics analysis using publicly available
Open Data and includes the relevant technical requirements and features that analysers at the LHC
need. The analysis demonstration developed in this context is heavily based on tools from the HEP
Python ecosystem and makes use of modern analysis facilities. This talk will review the state of
the ecosystem, describe the status of the AGC, and showcase how the envisioned workflows look
in practice.
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1. Introduction

The Institute for Research and Innovation in Software for High Energy Physics, IRIS-HEP [1],
develops software cyberinfrastructure that aims to address the computing challenges of the HL-
LHC. IRIS-HEP involves a number of physicists, computer scientists, and engineers from a range
of institutes across the United States who perform research and development for the HL-LHC in
multiple areas. Those areas include innovative algorithms for data reconstruction and triggering,
analysis systems to reduce time-to-insight and maximize physics potential, as well as data organiza-
tion, management, and access systems. As new tools, techniques and approaches are arising from
this program of work within IRIS-HEP and the broader community, it becomes important to put
these new ideas to the test.

The IRIS-HEP Analysis Grand Challenge (AGC) started out as an integration exercise with
the idea of testing an end-to-end analysis pipeline designed for use at the HL-LHC in the context of
a physics analysis of realistic scope and scale. It was designed to provide the environment where
technologies being developed within IRIS-HEP and the adjacent ecosystem could be connected
together. There are two components to the AGC for this purpose:

• the definition of a physics analysis task representative of HL-LHC requirements,

• the implementation of an analysis pipeline addressing this task.

With a pipeline implemented, the AGC allows to identify and address performance bottlenecks and
usability issues.

1.1 Analysis in the context of the AGC

Analysis in the AGC starts from centrally produced common data samples that are assumed to
be available for physicists to use. The term refers to all subsequent steps that are needed to produce
the outputs needed for publishing a result. Figure 1 visualizes these workflow steps.

Analysis includes: extraction of relevant data, filtering of events, calibration of objects and the
calculation of systematic variations, construction of observables, histogramming (in case of binned
analyses), construction of statistical models and statistical inference, visualization of results and all
relevant information to study analysis details. These steps need to be performed in a reproducible
way, and are expected to be run many times to go from a first idea to a full publication-ready result.
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Figure 1: Schematic analysis workflow in the AGC context.

1.2 Beyond an integration exercise

Following its inception as an integration exercise, the AGC is now also meant to be a resource
that can be useful to the broader community. It provides a testbed for analysis software developers
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to explore user experience, interfaces, and performance. The AGC analysis task allows for proto-
typing analysis workflows, implementations of AGC analysis pipelines allow for functionality and
integration testing for analysis facilities. Facilities based on the coffea-casa [2] model provide the
environment and services to execute analysis pipelines at scale. Users can interact with a facility
through a JupyterLab [3] interface and seamlessly scale to additional resources provided by a batch
system via Dask [4].

Another aspect being investigated in the context of the AGC is the feasibility of "interactive"
analysis with a turnaround time of minutes or less. Achieving this with the data volumes expected
from the HL-LHC requires highly parallel execution in short bursts, with low latency and good
use of caching for intermediate results. The feasibility of this can be studied with AGC analysis
pipeline implementations.

Two dedicated workshops [5, 6] were organized so far in the context of the AGC to showcase
AGC pipeline implementations and demonstrate the components being used, but to also interact
and receive community input.

2. The analysis task

The main analysis task in the AGC is a 𝑡𝑡 cross-section measurement in the single lepton
channel. By focusing on a process like 𝑡𝑡 production that is so ubiquitous at the LHC, in a region
of phase space where a large number of physics analyses are situated, this analysis task is well
positioned for extensions and alterations. It allows for example a conversion into a search for
phenomena beyond the Standard Model. The analysis task is set up to capture relevant workflow
aspects encountered in physics analysis.

The use of CMS Open Data from 2015 [7] as the input for the analysis task means that anyone
can participate in the AGC without the need for special permissions. The CMS Collaboration made
this data available in MiniAOD format. The AGC uses 4 TB of data converted to a custom ROOT
ntuple format, corresponding to roughly 1 billion events. Exploration of other formats, such as
the CMS NanoAOD format, is planned in the context of the AGC. The AGC analysis task, and
implementations of it, are strictly aimed at demonstrating workflows and functionality instead of
physics results. As workflows are the focus, made-up tools can be used for detailed aspects such as
the exact object calibrations or evaluations of systematic variations as long as the relevant workflow
can still be captured.

2.1 Focus on user experience

As denoted in the Second Analysis Ecosystem Workshop report [8], the three biggest pain points
when it comes to the physics analysis user experience are dealing with systematic uncertainties,
handling metadata, and scaling a pipeline from a prototype to a sufficiently powerful facility. The
AGC analysis task includes the handling of various types of systematic uncertainties to probe the
user experience in this aspect. These include weight-based uncertainties, object-based variations
that change kinematics of jets and leptons (thereby affecting the selection of events and calculation
of observables), as well as other types of uncertainties that do not need to be evaluated at the
stage of event processing (but only when constructing the statistical model, such as cross-section
uncertainties). Handling of metadata is addressed by various bookkeeping aspects that are required
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Figure 2: Examples of figures produced in a reference implementation of the 𝑡𝑡 analysis task.

to successfully address the AGC tasks. The last point mentioned in the report, scale-out user
experience, can be studied for any AGC implementation by investigating how seamlessly users can
move from prototyping on their laptop to running at full scale on a large analysis facility.

3. A reference implementation

IRIS-HEP provides a reference implementation of a suitable analysis pipeline to address the
𝑡𝑡 analysis task. It is based on the coffea [9] framework, which provides the tooling for columnar
analysis and facilitates scaling of the pipeline via a range of supported execution engines. This allows
for running on a broad set of computing resources without the need to modify the analysis code
itself. The AGC makes heavy use of libraries from the Scikit-HEP [10] project to provide relevant
functionality in conjunction with coffea. ROOT files are read with uproot [11] and awkward-
array [12] is used for columnar data processing. The boost-histogram [13] and hist [14] libraries are
used for histogram handling. Construction and handling of statistical models are performed using
cabinetry [15], with pyhf [16, 17] used for statistical inference.

ServiceX [18] is optionally used as a data delivery service. It serves data following a declarative
request, returning the desired columns and filters. The ServiceX instance can be co-located with
the input data for optimal performance, and the output of a request is cached locally to speed up
subsequent analysis executions. A range of additional optional services is also being investigated.

The analysis implementation, alongside information about where to find the relevant input
data, is provided on GitHub [19]. Figure 2 shows a few of the figures produced when running the
analysis: a histogram of the reconstructed top quark mass, different systematic variations related to
b-tagging, and results of a maximum likelihood fit.

4. Current status and next steps

The pipeline developed to address the AGC analysis task generally works well, with well-
defined interfaces between the various components in the workflow. The implementation and
accompanying performance testing revealed various areas for further improvement. Several per-
formance bottlenecks are being addressed and significant gains are expected. Aspects related to
user experience were also uncovered in this process, both related to the interfaces between different
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libraries and services, and also in the context of handling systematic uncertainties. These points
are also being followed up upon to further improve the analysis implementation.

The 𝑡𝑡 analysis task is foreseen to be expanded further in the future, featuring an expanded set
of systematic uncertainties to handle and a larger amount of data to process. Another extension will
be a machine learning component, which has been frequently requested. In addition to this, the
AGC project plans to provide a complete description of the 𝑡𝑡 analysis task that is fully decoupled
from any implementation and to work on addressing the performance and usability issues that have
been observed. An implementation of the data processing part of the 𝑡𝑡 analysis task has also been
developed in ROOT’s RDataFrame [20]. As new approaches appear, comparisons between them
will be another focus.

A longer-term plan is the development of a differentiable analysis pipeline. This would allow for
an investigation of end-to-end analysis optimization via gradient descent, and provide the possibility
to evaluate the usefulness of gradient information in this context.

5. Conclusion

The AGC is an integration exercise to study HL-LHC analysis workflows. It defines a physics
analysis task of relevant scope and scale, based on a 𝑡𝑡 cross-section measurement using 2015
CMS Open Data. An implementation addressing this task was developed, making use of coffea,
many Scikit-HEP libraries, and ServiceX as an optional data delivery service. Coffea-casa analysis
facilities provide the environment to execute this physics analysis at scale. All required data to
perform the analysis task, as well as the code for a reference implementation, are accessible via a
GitHub repository.
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