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Measurements of jet production in proton-proton collisions at the LHC are crucial for precise tests of QCD, improving the understanding of the proton structure and are important tools for searches for physics beyond the standard model. We describe the most recent set of inclusive jet measurements performed using CMS data, mentioning methodological specificities with respect to other analyses. Finally, we compare them to various theoretical predictions.
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Inclusive jet cross section measurements allow for tests of state-of-the-art predictions of the standard model (SM) and of the SM supplemented with effective field theories (EFT), as well as for constraints on parton distribution functions (PDFs) at high momentum fraction \( x \) and on the strong coupling \( \alpha_S \). Indeed, the hadronic cross section may be factorised as follows [1]:

\[
\sigma_{pp\to jet+X} = \sum_{ij \in gq} f_i(x_i, \mu_F^2) \otimes f_j(x_j, \mu_F^2) \otimes \sigma_{ij\to jet+X}(x_i, x_j, Q^2/\mu_F^2, Q^2/\mu_R^2, \alpha_S(\mu_R^2))
\]

where the partonic cross section \( \sigma \) can now be calculated at next-to-next-to-leading order (NNLO) [2–4] and next-to-leading order supplemented with next-to-leading logarithm (NLO+NLL) [5], and where, for each term of the sum on the flavours, the PDF \( f \) appears once per proton.

In these proceedings, we describe the recently published measurements at 13 TeV by the CMS Collaboration [6, 7] for two values of the \( R \) parameter of the anti-\( k_T \) clustering algorithm [8, 9]. We focus on the analysis of the experimental data and emphasise differences with respect to a previous measurement at 8 TeV [10], but leave the QCD interpretation to the dedicated proceedings of the same conference.

The measurements at \( R = 0.4 \) (0.7) are performed for jets clustered at particle level with high-pileup data recorded in 2016, corresponding to an integrated luminosity of 36.3 fb\(^{-1} \) (33.5 fb\(^{-1} \)):

\[
\frac{d^2\sigma_{pp\to jet+X}}{dp_T dy} = \frac{1}{L} \frac{N_{\text{jets}}^\text{eff}}{\Delta p_T \Delta y}
\]

with transverse momentum \( p_T > 97 \text{ GeV} \) and absolute rapidity \( |y| < 2.0 \); the measurement at 8 TeV was only provided for \( R = 0.7 \) with \( L = 19.7 \text{ fb}^{-1} \), and whereas that measurement also included \( p_T > 21 \text{ GeV} \) and \( |y| < 4.7 \) (obtained with a low-pileup data set of lower luminosity), only data corresponding to \( p_T > 74 \text{ GeV} \) and \( |y| < 3.0 \) were included in the QCD interpretation). The \( N_{\text{jets}}^\text{eff} \) corresponds to the effective number of jets after the various corrections for the detector effects, which will be described later on. The bin width \( \Delta p_T \) is taken from former measurements from the CMS Collaboration, with bins merged by two; the bin width \( \Delta y \) is not changed.

The steeply falling cross section has to be determined with subpercent level statistical precision. At 8 TeV, a 1% bin-to-bin uncorrelated systematic uncertainty was included in the measurement to cover residual effects. One of the challenges of the present measurements was to reduce the size of the bin-to-bin variations to provide even more stringent constraints in the QCD interpretation.

Jets are reconstructed offline with the particle flow (PF) algorithm (like at 8 TeV), now also supplemented with charge hadron subtraction (CHS). The CMS standard quality criteria are applied, such as event filters, or selection on the primary vertex and on jet constituents.

The high production rate prevents from recording all events, therefore, like in the 8 TeV analysis, events are recorded using various single-jet triggers. In the real data, events are here considered if the leading jet within \( |y| < 2.5 \) with an online reconstruction [11] has fired one of the single-jet triggers (at 8 TeV, each jet was triggered independently) in the region of >99.5% of efficiency (99%) as a function of the offline reconstructed \( p_T \). The contribution of each event is then multiplied by a time- and energy-dependent prescale factor in the count of jets; in contrast, at 8 TeV, the prescale factor was assumed constant over the whole year. In addition, we now correct the residual, relative trigger inefficiency; the differences between various methods to determine the efficiency are addressed.
Inclusive jet measurements in CMS

with a bin-to-bin uncorrelated uncertainty of 0.2%, which is to be compared with the statistical precision, reaching 0.3-0.4% at medium $p_T$. In the analysis of the 8 TeV data, the residual trigger inefficiency was mitigated with the aforementioned 1% bin-to-bin uncorrelated uncertainties. The count of the jets, as opposed to the analysis of the 8 TeV, also had to be corrected for losses of events due to time jitter in the trigger by applying an extra efficiency correction as a function of the $p_T$ and pseudorapidity $\eta$ of the jets present in $2.0 < |\eta| < 3.0$; this uncertainty is minor at high $p_T$ and at most a few percents at medium $p_T$.

Large samples of simulated data are generated with LO generators, assuming a pure QCD jet signal, and undergo the same reconstruction procedure as the real data. In the following, we first describe the jet energy and pileup corrections applied to both real and simulated data at detector level, then how the simulated data are used to unfold the real data.

Similarly to the 8 TeV analysis, the detector level jet $p_T$ is corrected to match in average the particle level jet $p_T$ and to ensure a realistic response in the real and simulated samples [12, 13]. However, the treatment of the resolution was refined to better account for the non-Gaussian tails of the jet response, as it was found to impact the final cross section beyond the percent level; in particular, we improved the identification of the tails by taking the numerical derivative of the logarithm of the jet response, whose linear and non-linear regimes respectively correspond to the Gaussian and non-Gaussian regimes of the response itself. These jet energy corrections come with various, standard sources of uncertainty with various shapes and at orders of magnitude from subpercent to percent levels.

The particles from the pileup may be clustered together with the jets from the signal or clustered as additional jets. The former cause an offset in the jet energy scale, and the latter provide additional jets in the total count of jets. Furthermore, the larger particle multiplicity reduces the jet resolution. The residual offset after CHS is now corrected within the jet scale corrections. The number of additional jets does not play a significant role in the phase space of this measurement. However the impact on jet resolution is significant, therefore, as in the analysis of the 8 TeV data, the pileup profile of the simulated data is corrected to match that of the real data; an additional uncertainty of 4.6% from the minimum-bias cross section is propagated to the measurement.

The simulated data are used to build response matrices (RMs) directly, unlike the 8 TeV measurement where the RMs were constructed from the convolution of fixed-order predictions and of a Gaussian response estimated from the simulated data sets. This change of strategy is also motivated by the deviation from the Gaussian-response hypothesis; the statistical uncertainties from the limited statistics of the simulated samples, smaller than that of the real data, are also propagated to the final cross section. To unfold, we use a least-square minimisation without Tikhonov regularisation, as implemented in the TUnfold package [14, 15]; the full phase space with unfolded in a single fit to account properly for all correlations among $y$ bins. This contrasts from the 8 TeV analysis where the unfolding was performed in each $y$ bin separately with the approach proposed by D’Agostini and implemented in the RooUnfold package [16, 17]. Unmatched jets in the construction of the RMs are now accounted for at both detector and particle levels in the form of background subtraction and efficiency corrections, whereas in the 8 TeV analysis, these were also addressed with the aforementioned 1% bin-to-bin uncorrelated uncertainties.

To infer the propagation of the systematic uncertainties from detector level to particle level, the unfolding procedure is repeated for each systematic variation. The model dependence of the RMs
is mitigated with a systematic variation of the model where the simulated data are reweighted to resemble the real data; at 8 TeV, no model dependence was included.

Equation 1 suggests that the inclusive jet spectrum be smooth, i.e. that the deviations of the experimental points around a smooth function be described by the bin-to-bin uncertainties and partial correlations. However, steps or outliers may be introduced in the course of the data reduction, e.g. in case the contributions from the successive triggers are not normalised consistently. To test the smoothness of the experimental spectrum, a polynomial fit of the data is performed in each $y$ bin, following the least-square minimisation described in Ref. [18]:

$$\chi^2_n = \min_{\mathbf{b}_i} \left[ (\mathbf{x} - \mathbf{y}_{b_i})^\top \mathbf{V}_x^{-1} (\mathbf{x} - \mathbf{y}_{b_i}) \right] \quad \text{with} \quad y_{b_i}^j = \frac{1}{\Delta p_T^j} \int_{p_T^j} p_T^j \exp \left( \sum_{i=0}^{n} b_i T_i \left( \log p_T^i \right) \right) dp_T$$

where $\mathbf{x}$ corresponds to the experimental data, as given in Eq. 2. This test is applied at the successive stages of the analysis to ensure that the each procedure preserves the data quality. A polynomial of order 6 is sufficient in all $y$ bins after the unfolding. Furthermore, as fluctuations may propagate differently in the various systematic variations, hence introduce tensions in a QCD interpretation of the data, the systematic variations are smoothed following the same approach.

The measurements and their comparisons to theoretical predictions may be found to Ref. [6]. In Fig. 1, we show a subsample of the comparisons with predictions at NNLO and NLO+NLL precision for $R = 0.4$.

- The NNLO predictions are provided with two scale choices; the statistical precision of the calculation (not shown in the figure) is similar to that of the experimental data. The $H_T$ scale seems to provide a slightly better description of the data than the jet $p_T$ scale.

- The NLO+NLL predictions [5] are shown for various choices of global PDF [19–23] sets. In comparison with the NNLO predictions, the NLO+NLL predictions seem slightly further away from the data for $|y| < 1.0$, although the difference is still within uncertainties. Among the different PDFs, two should be noted: HERAPDF2.1 shows a significant difference, which illustrates the expected impact of inclusive jet production on the PDF determination; ABMP16 also disagrees with the data beyond uncertainties.

A direct comparison of the measurements at 8 and 13 TeV is not possible, as the predictions are performed at different orders, and as all global PDF sets have now been updated to newer versions, with the exception of MMHT14; nonetheless, a similar dependence on $y$ at high $p_T$ can still be observed.

In the original publication, both NNLO and NLO+NLL results were obtained with the $k$ factor technique. An addendum to the publication was recently accepted, showing comparisons with NNLO predictions obtained from NNLO interpolation grids [24].

To summarise, the CMS Collaboration has produced two measurements of inclusive jet production in $pp$ collisions at 13 TeV. The experimental analysis includes corrections to the jet count, the jet energy, and the pileup; all effects are corrected via the procedure of unfolding. Tests of smoothness have been applied to the data at all steps of the analysis; furthermore, the bin-to-bin fully correlated systematic variations have been smoothed to remove artificial tensions in the QCD interpretation. Data have been compared to fixed-order predictions at NLO+NLL and NNLO. Systematic differences with respect to the analogous analysis with 8 TeV data have been described.
Figure 1: Double-differential cross section of inclusive jet production as a function of $p_T$ and $|y|$, presented as ratios to the QCD predictions at NLO+NLL (above) and NNLO (below). The data points are shown by the black markers, with total bin-to-bin uncorrelated uncertainties shown by vertical error bars, while the total experimental uncertainty is shown with the orange band around unity. Alternative predictions are shown with thick, coloured lines; theoretical uncertainties are shown with thin red lines.
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