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Atomic physics of highly charged ions can be studied by high precision x-ray spectroscopy.
Collision experiments at storage ring facilities are one of the most promising approaches for this,
particularly when the unique capabilities of metallic magnetic calorimeters (MMC) are exploited.
To obtain clear spectra from these devices, accurate time of flight measurements are crucial for
background reduction. Previously a so called 𝑘𝜎 trigger – which is a leading edge trigger with an
adaptive threshold – has been used. In this contribution we present a further background reduction
by a factor of three by applying the constant fraction discrimination (CFD) trigger in the MMC
data evaluation.
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1. Introduction

Precision x-ray spectroscopy of heavy, few electron ions in collisions with matter is an in-
dispensable tool for investigations of relativistic interaction dynamics as well as for probing our
understanding of the atomic structure at highest electromagnetic fields. Here, a good signal to
noise ratio (SNR) is key to most precision measurements. This can either be achieved by tuning
the experimental conditions in favour of the process of interest, by suppression of radiation not
associated with it, or – usually – a combination of both. A well established method for background
suppression is the so-called coincidence technique where one measures the arrival times of various
reaction products of the process of interest and sets temporal constrains on them.

In this work we focus on collision experiments at ion storage rings, such as ESR and
CRYRING@ESR of GSI, Darmstadt. In these machines the stored ions can interact with gas
targets as well as free-electron targets. To be more specific, the experimental data used in this work
has been obtained at the electron cooler of CRYRING@ESR [1]. It acts as a free-electron target
where electrons and stored ions are interacting at close to zero collision velocity. During these
collisions free electrons can recombine with projectile ions under emission of photons, a process
which is termed radiative recombination (RR). If electrons are captured into an excited state of
the projectile, the resulting atomic state can decay to the ground state via further photon emission,
see [2] for details. The RR process therefore results in two types of particles of interest, namely
photons and downcharged ions. The photon emission can be recorded by x-ray spectrometers, in
case of the here presented study a metallic magnetic calorimeter (MMC) tailored for photon energies
between 10 keV and 100 keV [3]. The downcharged ions are separated from the primary beam in
a dipole magnet downstream from the interaction area and can be detected by a particle counter.
The time of flight (TOF) from the interaction point to the corresponding detector is determined by
the distance between them and the particles speed. In case of the ion its speed is determined by the
beam energy. Therefore an evaluation of the temporal difference of their respective arrival times
can be done. By setting a coincidence condition -meaning the difference of the arrival times of the
two events needs to be within certain bounds- one can achieve an effective background reduction. In
these measurements this is a suppression of photons not associated with an electron being captured
into a projectile ion. Note that due to the extended reaction volume within the electron cooler as
well as delayed photon emission from excited states a coincidence window of approximately 100 ns
is expected as demonstrated in [2].

When using semiconductor detectors, which enable time resolutions on the level of a few tens
of ns, setting coincidence conditions for background suppression is a well established method.
However, for an MMC detector a similar utilisation of timing information was demonstrated for
the first time only in a recent beam time at CRYRING@ESR as described in [3]. For this type
of detector, the time of flight information is generated in post processing of the digitised detector
signals. In previous measurement campaigns with the MMC which did not rely on precise timing
information, an adaptive leading edge algorithm, also referred to as 𝑘𝜎 trigger [4, 5, and references
therein], has been used to determine the time of arrival of the photons. This implementation was
chosen as it is reliably capable of identifying individual events in multi-hit signal traces. However,
the obtained timing information exhibited a significant jitter and turned out to be not sufficient for
meaningful coincidence measurements. Here we present an improved timing resolution by use of
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a software implementation of the constant fraction discrimination (CFD). Both timing algorithms
will be explained and their timing capabilities will be compared in this report.

2. Comparison of the trigger logic

As trigger we refer to any logic that is capable of identifying an event like a pulse in a signal
trace and returning its timing information, i.e. the arrival time. An event can be indicated by
a simple heuristic criterion like the surpassing of a threshold. More sophisticated methods of
identification are for example the here described 𝑘𝜎 or CFD triggers. These triggers are applied to
the recorded voltage signal 𝑆(𝑡) of the detector output channels. As the signal is digitised with a
fixed sampling frequency 𝑓𝑠, the time for the 𝑖-th signal value 𝑠𝑖 can be expressed as 𝑡𝑖 = 𝑖 × 1/ 𝑓𝑠.

2.1 Adaptive leading edge or 𝑘𝜎 trigger

The so-called 𝑘𝜎 trigger is effectively a leading edge trigger with a threshold which adapts
to the noise level. It works by comparing the distance of the current value 𝑠𝑖 from the moving
average ⟨𝑆⟩ (𝑡𝑖) to the moving standard deviation 𝜎𝑆 (𝑡𝑖) of the past signal trace. If the distance is
greater than a predefined factor 𝑘 times the standard deviation, the algorithm registers an event. The
moving statistics functions have been implemented using the exponential moving average (EMA)
(see equations 2 and 3) to account for a possible baseline drift. The EMA exponentially suppresses
the influence of signal points further in the past. It therefore theoretically is an infinite impulse
response filter. However, due to limited numerical precision only a finite number of samples
contributes. The filter can be described by its recursive definition [6]:

𝐸𝑀𝐴 (𝑆, 𝑡𝑖) = 𝛼 × 𝑠𝑖 + (1 − 𝛼) × 𝐸𝑀𝐴 (𝑆, 𝑡𝑖−1)
𝐸𝑀𝐴 (𝑆, 𝑡0) = 𝑠0 (1)

Here 0 < 𝛼 < 1 is the so called smoothing factor which determines how fast past events loose
influence. The moving statistics functions can therefore be expressed as:

⟨𝑆⟩ (𝑡𝑖) = 𝐸𝑀𝐴 (𝑆, 𝑡𝑖) (2)

𝜎𝑆 (𝑡𝑖) =
√︃
𝐸𝑀𝐴

(
𝑆2, 𝑡𝑖

)
− 𝐸𝑀𝐴2 (𝑆, 𝑡𝑖) (3)

The implemented trigger logic includes an inhibit, which excludes a given amount of values after
the determined trigger time from the EMA for a reduction of the influence of the pulse on the
EMA. The 𝑘𝜎 logic is applied to the discrete derivative of the averaged signal as described by the
following filter equation[4]:

𝐵𝑂𝑋 (𝑆, 𝑡𝑖) =
𝑖−𝑤𝐵∑︁

𝑘=𝑖−2𝑤𝐵+1
𝑆(𝑡𝑘) −

𝑖∑︁
𝑘=𝑖−𝑤𝐵+1

𝑆(𝑡𝑘) (4)

The filter width 𝑤𝐵 is chosen to match the signal rise time to suppress noise spikes in the signal.
The combination of both filters allows for a better multi-hit determination compared to triggering
on the raw detector signal. Due to the use of a dynamic but absolute threshold the event time
determined by the trigger depends on the pulse height, i.e. assuming a fixed rise time strong pulses
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will surpass the threshold faster than weaker pulses. For the use in a pulse shape analysis based on
the moving window deconvolution as described in [7] this is sufficient. However this dependence
leads to inferior timing performance when compared to the more sophisticated timing algorithm
discussed in the next section. Nonetheless the 𝑘𝜎 trigger stays a crucial part in the data processing
for identifying single hit events the timing of which is then analysed by the CFD trigger.

2.2 Constant fraction discriminator algorithm
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Figure 1: Visualisation of the signal generation for the CFD trigger algorithm: In our implementation, the
input signal (blue, labeled sig) is delayed compared to the inverted and scaled signal (yellow, labeled inv).
The prominent zero crossing of the sum of the two signals (green, labeled CFD) determines arrival time.

By comparison to the 𝑘𝜎 trigger the CFD does not rely on absolute trigger thresholds. It rather
derives the timing information at a fixed point relative to the signal height. This is achieved by
superimposing the original signal with a delayed (by 𝑡𝑤), scaled (by 𝜆 > 0) and inverted copy of
the same signal:

𝐶𝐹𝐷 (𝑡𝑖) = 𝑆(𝑡𝑖) − 𝜆𝑆(𝑡𝑖 − 𝑡𝑤) (5)

One receives an output trace which has a zero crossing at a constant fraction of the initial pulse
height, hence the name of this timing filter algorithm. This method is illustrated in figure 1. As
the digitised signal only consists of values at discrete time steps, we perform a linear regression of
points surrounding the zero crossing in order to determine the exact event timing.

3. Comparison of filter results

To demonstrate the timing capabilities of the new trigger engine, data recorded during the
aforementioned recent experiment performed at CRYRING@ESR (see [3] for details) has been
reanalysed. Figure 2 shows the TOF between the arrival of the photon and the downcharged
particle plotted against the associated photon energies. The subplots compare the result of both
described trigger engines. Due to the arbitrary definition of the trigger point within the signal,
the absolute time of flight differs between both approaches. One can clearly see that the TOF
resulting from the application of the 𝑘𝜎 trigger especially for low energies results in a broader
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Figure 2: Presented are the time of flight spectra for the 𝑘𝜎 trigger in the upper plot and the CFD trigger
in the lower plot. Noteworthy differences are the a much broader range of arrival times for the 𝑘𝜎 trigger as
well as a shift in the mean arrival time with increased energy. This results in the necessity of setting a much
broader coincidence window and hence including much more background into the coincident spectrum.

distribution when compared to the CFD approach. As expected, the average TOF of the individual
line distributions also shows a strong dependence on the photon energy in case of the 𝑘𝜎 trigger.
Contrary the application of an additional CFD trigger leads to a constant timing throughout the
entire spectrum. Both improvements allow for setting a narrower coincidence condition (900 ns
window width for CFD compared to 7500 ns for the 𝑘𝜎 trigger), thus substantially improving the
background suppression.

A more detailed analysis of the resulting timing performance, also in regard of the varying
signal-to-noise ratio for different pulse heights, is presented in [8]. Note that the timing filter
algorithms presented in this work are not optimised for a specific detector pulse shape. In the
future, it might be possible to further improve the timing resolution by using filter algorithms that
contain information of the exact shape of the detector pulses.
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