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In this work, we show how using a sub-optimal set of input features can lead to higher systematic
uncertainty associated with Deep Neural Network classifier predictions. For this study, we
considered the case of highly boosted di-jet resonances produced in pp collisions decaying to two
b-quarks to be selected against an overwhelming QCD background. Results from a Monte Carlo
simulation with HEP pseudo-detectors are shown.
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1. Introduction

In current and future high-energy physics experiments, the sensitivity of selection-based anal-
ysis will increasingly depend on the choice of the set of high-level features determined for each
collision. In this context, Deep Learning approaches are widely used to improve the selection
performance in physics analysis. A crucial aspect is that the results of a model based on a large
number of input variables are more difficult to explain and understand. This point becomes relevant
for Deep Neural Network (DNN) models since they do not provide uncertainty estimation and are
often treated as perfect tools, which they are not.

In this work, we make the relationship between input feature space reduction and the effect on
the DNN classifier’s performance systematic uncertainty explicit.

2. Boosted H — bb tagging

As a benchmark application, we developed a fully connected DNN to classify pp collision
events where a Higgs boson with very high transverse momentum decays to two b-quarks. In this
regime, the decay products of the Higgs boson are very collimated and it is challenging to resolve
the di-jet structure [1]. A single large and massive jet containing both the b-quarks originated
jets are more likely to be reconstructed. Recognizing these events in a pp collision experiment
represents a challenging task, mainly because of the huge irreducible background of QCD multi-jet
production.

2.1 Simulated data and object reconstruction

The dataset used to develop the classifier is produced using a framework developed by com-
bining Pyhtia8 [2], to generate high-energy physics events, Delphes [3], to simulate the detector
response and RAVE [4] for secondary vertex reconstruction. Large-radius anti-k; jets [5] (large-R
jets) with R = 1 are reconstructed together with variable-radius track jets [6] with Ryiax = 0.4,
Ryvin = 0.02 and p = 30 GeV (p parameter determines how fast the effective jet size decreases
with the transverse momentum of the jet). For large-R jets, we defined kinematic variables plus
jet substructure variables. For the variable R track jets, we defined kinematic variables plus the b-
tagging information and variables connected to the secondary vertex. We selected large-R jets with
pr > 450 Gev/c? and i < 2. Then we look for the 2 highest pr track jets contained in a selected
large-R jet. The total number of initial features is 39. Then, the features are importance-sorted
using the automated feature selection, described in [7].

3. Input feature space reduction effect on systematic uncertainty

Reducing the size of the input parameter space is relevant to estimate the uncertainty of the
output of the classifier. This hypothesis is validated by looking at the weights associated with each
feature in the input layer. The same model was trained 100 times by changing the random seed,
which controls the initialization of the random weight. The weight distribution for each of the
features was considered. Figure 1 summarizes the steps to achieve the distribution of each of the
weights. Given the size of the first hidden layer L (in this case L = 128), each of the input features
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Figure 1: By training a model K times (in this work K = 100) by varying the initial random configuration,
different weight values w; ;, where i runs over the input features and j over the hidden layer’s nodes, can be
achieved. For each of the distributions, it is possible to have an estimate of the y; ; and oy ;-

i will be associated with j =0, ..., L weight distributions, each with a mean y; ; and o7;. Figure 2
shows a box plot produced by looking at the normalized o7, /|u;, ;| for each feature. Then each of the
boxes is produced using L = 128 estimates of the standard deviations of the weight distributions.
The boxes are sorted using the feature ranking. By looking at the plot, we can observe how the
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Figure 2: Box plot of normalized standard deviations of weights associated with each input variable.

position in the ranking is linked to the variability of the weight of the feature in the network: the
lower the normalized variability, the higher the ranking, i.e. the greater the importance of the
considered input feature. This fact suggests that changes in the irrelevant feature weights can lead
to fluctuations in the model performance.

This hypothesis is tested by considering different models that are trained by choosing a fixed
number of input features. The order used to select the features is the one defined by the CatBoost
feature ranking. Each model is trained 100 times by changing the random seed. Then, we considered
the performance of each model. The left-side plot in Figure 3 shows the box plot obtained by looking
at the background rejection rate for a fixed working point WP = 0.85 for the Higgs boson tagging
efficiency, which is a common WP for physics analysis. The performance of the models grows by
increasing the number of input features to the network up to 24 features where a plateau is reached.
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A remarkable behavior is found by looking at the mean value and standard deviation of the
performance for each box, that are shown in center and right-side plots of Figure 3. The normalized
standard deviation starts at low values. This is expected since the model is not properly working and
no large performance fluctuations are expected in this regime by considering different training setups
that start from different random configurations. As the model performance improves, larger standard
deviations are observed up to a point where a plateau is reached at 24-30 used features. When
new features are added, the mean values of the background rejection rate stay almost unchanged,
while larger standard deviations are observed. Using irrelevant quantities among input features has
the major drawback of increasing the standard deviation of the expected performance. This fact
translates into higher systematic uncertainties in physics analysis when the output of a DNN model
is used for event selection.
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Figure 3: (Left) Box plot of background rejection rate measured at a fixed working point WP = 0.85 by
varying the number of used input feature. Mean (Center) and normalized standard deviation (Right) of the
box plot.

4. Conclusion

In this work, we shown how a proper choice of the input features in a DNN model can affect
the model prediction, avoiding the inclusion of undesired systematic uncertainties due to irrelevant
features. We used a classification task with 39 features as a case study: events with a boosted large
and massive jet containing both of the b quarks originating from H boson decay are discriminated
from the background.
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