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Solar energetic particles (SEPs) represent one of the most hazardous events in space weather.
In the last decades, a great variety of techniques have been developed for the prediction of SEP
occurrence, mainly based on the statistical association between the >10 MeV proton flux and
some precursors (e.g., solar flares, coronal mass ejections, etc.). In this paper we focus on the
Empirical model for Solar Proton Event Real Time Alert (ESPERTA), a model which makes a
prediction for an SEP event after the occurrence of a ≥M2 solar flare by considering three input
parameters: the flare source region longitude, the soft X-ray fluence and the radio fluence at
∼1 MHz. Here, we recast the ESPERTA model in the supervised learning framework and we
perform the cross validation of the predictive model also applying rare event corrections (i.e., data
oversampling and loss function weighting) because of the highly unbalanced nature of the SEP
occurrence. The best performances are obtained by using the Synthetic Minority Oversampling
Technique, leading to a probability of detection of 0.83 and a false alarm rate (FAR) of 0.39.
Nevertheless, the improvement of the validation scores with respect to the unbalanced case is
small. A relevant FAR on the SEP prediction comes as a natural consequence of the sample
base rates. In summary we give evidence that the statistical approach to the forecasting of SEP
events should take into account the following considerations: 1) the model need to be calibrated
with respect to the expected occurrence of SEP events, 2) the decision threshold strongly affects
model performance and 3) the features used in the model, when taken individually, are unable to
fully separate the classes of events in the parameter space, thus the use of techniques for handling
unbalanced problems does not guarantee a better performance.
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1. Introduction

An early definition of Space Weather provided by the U.S. National Space Weather Plan (created
in 1995, reviewed and redefined in March 2019) describes it as the set of «conditions on the Sun and
in the solar wind, magnetosphere, ionosphere, and thermosphere that can influence the performance
and reliability of space-borne and ground-based technological systems and can endanger human
life or health». One of the most important hazards for human activities and health are represented
by solar energetic particle (SEP) events. SEPs mainly consist of high energy protons, electrons
and heavier ions sporadically emitted by the Sun in association with solar transient events such as
solar flares or coronal mass ejections (CMEs) [1–5]. SEPs are detectable as sudden increases of the
particle intensity mostly in space-based observations. Nevertheless, during the most severe events,
solar particles can reach relativistic energies producing ground level enhancements (GLEs), which
can be observed by the ground-based neutron monitors. Radiation storms may have an important
impact on human activities and health. For instance, during moderate and severe storms, data
from operational instruments can be contaminated by noise associated with high-energy particles.
Moreover, SEPs can be at the origin of damages to spacecraft operations and electronics, radio
communication issues due to ionization of the atmosphere, and strong hazard also for human health
in terms of radiation dose for astronauts (e.g., during International Space Station operations) and/or
aircraft crews on polar routes during GLEs [6–9]. For all those reasons, reliable SEP prediction
models integrated within an effective alert system are of fundamental importance in the context of
Space Weather. Many forecasting models have been developed in the last two decades and they can
be divided in three classes: physics-based models, empirical models and machine learning (ML)
models [10]. Naturally, all these approaches are constrained by the short Sun to Earth transit time
of protons in the 10 MeV – 20 GeV energy range, which generally goes from 15 min up to few
hours.

According to Whitman et al. [10], physics-based models include particle acceleration and
transport processes on the Sun and in the interplanetary space in order to predict the main features
of an SEP event (e.g. the arrival time, the temporal particle intensity profile, etc.). In general,
such models are not suitable for providing real-time forecasting because they require significant
computational resources. Some input parameters of the models may also be poorly characterized,
so they may not be easily incorporated into an operational workflow. In contrast, empirical models
are based on identifying the statistical relationships present between SEP events and characteristics
of the precursors, which are related to the underlying physical processes, but are not intended to
model them. For this reason, these models provide quick forecasts and can be easily incorporated
into operations. The output of these model can be a binary prediction of occurrence of an SEP
event in a given time window or they can provide an estimate of some quantity of interest (e.g., SEP
event onset time, peak intensity, etc.). More recently, ML models are being studied and applied
giving rise to a new class of SEP prediction models that can provide quick outputs with improved
accuracy [11–14]. Similar to empirical models, ML algorithms are able to identify relationships
between SEP events and other parameters on, at least ideally, large datasets without any knowledge
of the underlying physical processes. In this sense, ML models can be regarded as an upgrade of
the empirical models, from which they are inspired in approach and purpose, but they differ in the
use of complex and refined ML algorithms (e.g., neural networks).
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Model POD FAR Reference

AFRL PPS (SXR) 43% 50% Smart & Shea [19], Kahler et al. [20]
Protons (SXR, Radio) 57% 55% Balch [21]
FORSPEF (SXR, Radio) 55% 42% Papaioannou et al. [22]
Wind/Waves Type II/III data 62% 22% Winter & Ledbetter [23]
ESPERTA (SXR, Radio) 62% 39% Laurenza et al. [24], Alberti et al. [25]
FORSPEF (SXR, CME) 71% 41% Anastasiadis et al. [26]
REleASE (Electrons) 63% 30-35% Posner [27]
UMASEP (SXR, Protons) 80% 34% Nunez [16]
SWPC Forecaster 88% 18% 1995-2005

Table 1: Comparison between POD and FAR scores of some models for SEP forecasting based on different
features/SEP precursors.

At present, nearly three dozen SEP models have been or are being developed in the scientific
research community, although not all of them have been validated over a long SEP dataset, (see [10]
for a complete review on the available models). Commonly used scores enabling us to quantify the
model performances are the probability of detection (POD)

POD =
TP

TP + FN
(1)

and the false alarm rate (FAR)
FAR =

FP
TP + FP

, (2)

where TP stands for "true positive", FN for "false negative" and "FP" for "false positives". The
model performances in terms of POD and FAR are mainly determined by the set of observations
(features) the model relies on. Table 1 shows the scores of some statistical models based on different
precursors. For instance, methods based on CME parameters exhibit a better performance than
those using the flare ones, although fast CMEs which have not associated SEP events could increase
the FAR.

Another important metric for evaluating the performances of forecasting models is the warning
time, which is fundamental for an early alert that can mitigate the effects of an incoming SEP
event [15]. In this respect, flare-based and also CME-based models show a significant temporal
advantage in average with respect to other models, especially those including also the high-energy
proton intensity as a feature (i.e., autoregressive models). Indeed, SEP forecasting techniques that
depend on particle intensity [e.g., 16–18] may issue late alerts if the maximum forecast intensity is
close to the forecasting threshold. Nevertheless, the key observations of CMEs in the solar corona
are not available in real time and this makes CME-based models less effective for a near-real-time
forecasting.

The purpose of this paper is to present a discussion of some relevant issues in the statistical
models for SEP forecasting using flare precursors as input variables by focusing on the Empirical
model for Solar Proton Event Real Time Alert (ESPERTA) model [12, 24, 25, 28]. All the main
considerations associated with the SEP prediction in the framework of the ESPERTA model are
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Table 2: POD and FAR validation metrics of the ESPERTA model for for the three time intervals.

1995-2005 (training) [24] 2006-2014 (test) [25] 2015-2017 (test) [29]
POD 47/75 = 0.63 19/32 = 0.59 4/5 = 0.80
FAR 34/81 = 0.42 8/27 = 0.30 2/6 = 0.33

pretty general and must be carefully taken into account in developing empirical models. The paper is
organized as follows: in Section 2 we make an overview of the ESPERTA model, whereas in Section
3 we show the model cross-validation in the general framework of a ML approach. Discussions and
conclusions are drawn in Section 4.

2. The ESPERTA model: an overview

The ESPERTA model was first introduced by Laurenza et al. [24] as a novel technique meant
for providing short-term warnings of SEP events that meet or exceed the Space Weather Prediction
Center threshold of flux ≥10 pfu for protons of energy >10 MeV (i.e. ≥S1 radiation storm in
the NOAA scale). ESPERTA is based on the statistical association between ≥S1 SEP events and
≥M2 flares, so it can be classified as an empirical model. In order to provide a quick and reliable
prediction of an incoming SEP event, the model takes as input variables only the flare-related
features listed below:

1. the heliolongitude of the flare (measured as the averaged heliographic position of the flare
central region from observations gathered by several observatories in the 𝐻𝛼 spectral line);

2. the time integrated soft X-Ray (SXR) flux (𝑋) in the 1-8 Å wavelength range. In order to
provide a quick prediction, the time integration is performed until the SXR flux reaches a
value which corresponds to the 1/3 of the peak flux within 10 minutes from the SXR peak.
For those cases where after 10 minutes the SXR flux has not yet reached the 1/3 of the peak,
an exponential fit after the SXR peak is used to extrapolate the 1/3 peak flux point to get
an indication of the SXR fluence then used in the analysis. In general, those cases need a
further prescription since the SXR fluence tends to be overestimated when the ratio between
the fitted SXR intensities at +10 min after the peak time and at the peak time is high (e.g.
>0.85) [see 24, for further details];

3. the time integrated radio fluence (𝑅) at a frequency of ∼1 MHz. Due to the highly structured
shapes of ∼1 MHz radio flux with respect to the SXR intensity, the time-integration starts 10
minutes after the SXR flux integration and it stops after 10 min from the SXR peak flux.

ESPERTA consists essentially of three models corresponding to the following heliographic regions:
east (E120◦ - E41◦), center (E41◦ - W19◦) and west (W20◦ - W120◦). After identifying the
heliographic region where a flare is released, the binary prediction of the occurrence/non-occurrence
of a SEP ≥S1 after observing a ≥M2 class flare is carried out through a logistic regression algorithm,
which takes as input features log 𝑋 , log 𝑅 and the product log 𝑋 log 𝑅. The first validation of the
model was performed on the data interval 1995-2005, covering almost the entire solar cycle 23 [24].
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Figure 1: Distributions of the features separated by SEP-associated (green) and non-SEP-associated events
(gray).

In this case, the dataset used for training the model is the same used during the testing phase and
thus the validation metrics provided at this stage are referred to the training set. Thereafter, two
tests of the ESPERTA model performed on unseen SEP data, were carried out later by Alberti et al.
[25, 29] in the data interval 2006-2014 and 2015-2017, coming to cover the entire solar cycle 24. In
these last works authors used the model parameters fitted in the interval 1995-2005 to estimate the
model performance over the new test dataset. A summary of the POD and FAR metrics obtained
are reported in Table 2. At this stage, the validation metrics provided for this forecasting model
depends on the single choice of the training and testing datasets, made on a chronological basis.
For this reason a statistical validation of the ESPERTA model became necessary and this procedure
will be explained in the next section.

3. The ESPERTA model and the stratified cross-validation

Recently, Stumpo et al. [12] reframed ESPERTA in a ML perspective thus providing a statistical
cross-validation of the model. In order to perform a binary classification, ESPERTA exploits the
supervised learning approach, i.e. the model optimal weights are found by exploiting a set of known
target events, labeled as 1 if a SEP follows a ≥M2 flare eruption or 0 otherwise. We define the
class of no ≥S1 SEP events associated with an occurring ≥M2 flare as 𝐶0 and the class of ≥S1 SEP
events associated with an occurring ≥M2 flare as𝐶1. By inspecting the distribution functions of the
features for the two classes of events, Figure 1, it is evident that there is a remarkable overlapping
between the two classes. This represents an important source of error in the prediction, since in
those overlapping regions the model uncertainty is large. We define the input vector 𝒙𝑖 , containing
all the features involved in the prediction, and the target variable 𝑡𝑖 , which can assume the value
1 if the 𝑖-th input vector is an associated SEP event ∈ 𝐶1 or 0 otherwise. The model consists of
a function 𝑓 (𝒙𝑖 , 𝒘) which maps the input vector into the target variable, i.e. 𝑡𝑖 = 𝑓 (𝒙𝑖 , 𝒘). This
function also depends on a set of unknown parameters 𝒘, i.e. weights, which can be found by
minimizing an error function with respect to a series of examples for which 𝑡 is known. This is
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Figure 2: Sketch of the 𝑘-fold stratified cross validation performed on the ESPERTA model (𝑘 = 5). It
should be noted how the ratio between the classes𝐶0 (green) and𝐶1 (yellow) in the whole dataset is preserved
in both training (blue) and testing (red) sets.

done through the maximum-likelihood estimation (MLE) by minimizing the loss function [30]

𝐿 (𝑿 |𝑃) =
∑︁
𝑡𝑖=1

log 𝑃(C1 |𝒙𝑖 , 𝒘) +
∑︁
𝑡𝑖=0

log 𝑃(C1 |𝒙𝑖 , 𝒘), (3)

where 𝑿 denotes the whole training dataset and 𝑃(C1 |𝒙𝑖 , 𝒘) is the probability of observing a ≥S1
SEP event given the input vector 𝒙𝑖 and the weight vector 𝒘. In this fashion, the model learns
the optimal weights directly from the given data. In order to generalize the ESPERTA model, the
separation of heliolongitude data in three classes before performing the training of the algorithm is
here disregarded and the heliolongitude is taken as a feature for the model in addition to the SXR
and radio fluences. Moreover, in order to develop the model in the simplest possible scenario, we
disregard also the product term between 𝑋 and 𝑅. ESPERTA exploits the probabilistic approach
in the classification of the events by modeling the "actual" probability that the 𝑖-th vector is a SEP
through the logistic function

𝑝(𝐶1 |𝒙𝑖 , 𝒘) =
1

1 + exp(−𝑤0 − 𝒘 · 𝒙𝑖)
. (4)

In this case the unknown parameters are optimized by minimizing the functional of Equation (3)
and to decide whether or not a given vector is an SEP we introduce a decision function which is
based on a selected value of this probability. In an ideal condition (e.g., for balanced classes), a SEP
event can be predicted if its estimated probability is larger than 0.5. Nevertheless, this threshold,
that we denote with 𝜖 , can be considered as a parameter for the models and then it needs to be
properly tuned for making reliable predictions.

The overlapping of the classes in the parameter space discussed before is the signature of the
multivariate nature of the problem, of the presence of hidden/unknown variables and/or missing
information. In general, the overlapping exists also in the multivariate space, meaning that the
physics of the problem is not completely caught by the set of variables in use (e.g., we may need
combinations between them which are not known a priori). To take this effect into account we
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Figure 3: POD (left) and FAR (right) as a function of the number of ≥M2 flares 𝑁 (𝑡𝑟𝑎𝑖𝑛) and the number of
≥S1 SEPs 𝑁 (𝑡𝑟𝑎𝑖𝑛)

1 in the training set. Expected values of the FAR score for different choices of the ratio 𝜏

are indicated by black dotted lines.

define the decision threshold 𝜖 as

𝑓 (𝒙𝑖;𝒘) =
{

1 if 𝑝(𝐶1 |𝒙𝑖 , 𝒘) ≥ 𝜖

0 if 𝑝(𝐶1 |𝒙𝑖 , 𝒘) < 𝜖.
(5)

The calibration of the threshold during the cross-validation is important in order to allow the
model to make reliable decisions when input features are located within overlapping regions of the
parameter space. Moreover, the unbalance of the dataset might introduce some errors in the correct
estimation of the probabilities. Since the loss function consists of two terms related to the two
classes in which the dataset is split, Equation (3), if the classes are strongly unbalanced the model
tends to learn more from the largest class. Thus, in our case the learning phase favors those flare
events which do not have an associated SEP (i.e., 𝐶0 class). In order to adjust this bias we apply
two standard rare event correction approaches in order to perform the model cross-validation over
a balanced dataset. The method used are:

• the weighting the loss function, i.e., the two terms appearing in Equation (3) are multiplied
by the inverse frequency of the classes to counterbalance the importance of the relative
contributions;

• the oversampling of the training dataset with the Synthetic Minority Oversampling Technique
(SMOTE) in order to rise the statistics of the minority class.

The weighting of the loss function introduces two different weights associated with errors made by
the model during the optimization phase, while the SMOTE oversampling replicates though a given
protocol the 𝐶1 class in order to meet the frequency of the 𝐶0 class before performing the MLE.
In order to make a comparison between the validation scores associated with these corrections, we
perform the cross-validation of the model by studying the variation of POD and FAR scores as a
function of the decision threshold 𝜖 . In order to find the best trade-off between POD and FAR we
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Figure 4: Averaged cross-validated POD (green), FAR (gray) and CSI (blue) scores with respect to the deci-
sion threshold 𝜖 for basic, weighted and SMOTE MLE. The dotted vertical line is placed in correspondence
of the maximum of the CSI. The corresponding cross-validated scores are marked by red circles.

maximize the Critical Success Index (CSI), which is defined as:

CSI =
(

1
POD

+ 1
1 − FAR

− 1
)
. (6)

For the cross-validation we use the 𝑘-fold stratified approach, which consists of splitting the classes
C0 and C1 in training and testing sets within each fold, and by computing the validation metrics on
each of them. We chose 𝑘 = 5 and we require that the frequency of SEPs within the training and
testing sets must be preserved. This sets the ground for a realistic scenario as it will be illustrated
below. A scheme of the cross-validation procedure used in this work is illustrated in Figure 2.

If we define the fraction of SEPs in the training dataset as 𝑁
(𝑡𝑟𝑎𝑖𝑛)
1 and the total number of

≥M2 flares in the training dataset as 𝑁 (𝑡𝑟𝑎𝑖𝑛) , we can study how the validation scores may depend
on them. In order to investigate this we introduce the fraction of ≥S1 SEP events in the testing
dataset as 𝜏 = 𝑁

(𝑡𝑒𝑠𝑡 )
1 /𝑁 (𝑡𝑒𝑠𝑡 ) and we cross-validate the model with the 𝑘-fold stratified approach

for different choices of 𝜏. If we write the fraction 𝜏 by using the total number of SEPs in the dataset
𝑁1, the following linear relation between 𝑁

(𝑡𝑟𝑎𝑖𝑛)
1 and 𝑁 (𝑡𝑟𝑎𝑖𝑛) can be derived [12]

𝑁
(𝑡𝑟𝑎𝑖𝑛)
1 = 𝜏𝑁𝑁1 + 𝜏𝑁 (𝑡𝑟𝑎𝑖𝑛) , (7)

where the total number of ≥M2 flares 𝑁 and ≥S1 SEPs 𝑁1 are constant. Results obtained for POD
and FAR are reported in Figure 3. The trend obtained from Equation (7) for different values of
𝜏 is superimposed on the FAR score in the right panel of Figure 3. Whereas the POD remains
almost unaffected by the different choices of 𝑁 (𝑡𝑟𝑎𝑖𝑛) and 𝑁

(𝑡𝑟𝑎𝑖𝑛)
1 , the FAR score exhibit a wide

range of variability. For instance, if we set the ratio 𝜏 to 0.5 and we consider the correspondent
validation metrics, we get a remarkably low value for the FAR (∼10%) which is not representative
of the real situation. In fact, the case 𝜏 = 0.5 gives us information on how the model would work
if the probability of observing an ≥S1 SEP event following an ≥M2 flare was 1/2. This means
that, in order to provide a realistic evaluation of the performances, an operational model needs to
be calibrated with respect to the expected occurrence of SEPs, otherwise, the model will provide
an unrealistic number of false alarms.
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Table 3: Cross-validated POD, FAR and CSI scores for the ESPERTA model in the basic, weighted and
SMOTE MLE cases respectively.

POD FAR CSI
Basic MLE 0.76 0.42 0.49

Weighted MLE 0.75 0.44 0.48
SMOTE MLE 0.80 0.45 0.49

For this reason the expected occurrence of true positive events, which is about 10% in the whole
dataset, is chosen during the calibration. Then, for each value of the threshold 𝜖 the validation
metrics (POD, FAR and CSI) are evaluated. Since the CSI metric provides a trade-off between POD
and FAR, the optimal threshold is here defined as the one which maximizes the CSI. The calibration
of the decision threshold 𝜖 is performed for the three cases of basic MLE (without class unbalance
correction), weighted MLE and SMOTE MLE (with class unbalance correction). Averaged cross
validation scores as a function of 𝜖 are reported in Figure 4. From these results it is evident how
the parameter 𝜖 strongly affects the model performance. The values obtained in correspondence
of the maximum values of the CSI score (dotted lines in Figure 4) are listed in Table 3. We may
note that the corrections introduced in the learning phase to handling the bias due to the unbalance
between the classes do not get much better performance. Indeed, the best case is represented by the
SMOTE MLE which gives an increase of the POD of 4% (80% with respect to 76% of the basic
MLE), but, on the other hand, exhibits a worsening of the FAR of 3% (45% with respect to 42%
of the basic MLE). This suggests that the main error source is that precursors alone are unable to
capture a complete information about the physics underlying the origin of ≥S1 SEP events.

4. Discussion and Conclusions

The SEP forecasting by means of empirical models and/or ML algorithms integrated in an
operational workflow represents one of the most important aims in the Space Weather science.
SEPs, in fact, represent one of the most hazardous events for human activities and health, hence
correct and reliable predictions of such energetic events are desirable in order to coordinate Earth
and space operations on which they could have a major impact. In this framework the ESPERTA
model represents an important tool with a remarkable performances in terms of validation metrics
(POD and FAR) and average warning time [24, 25, 29].

In this paper we pointed out the importance of properly calibrating and cross-validating fore-
casting models in order to get reliable performances. We have shown that the optimization of the
weights of the model by using the basic MLE for ESPERTA, as well as the weighted MLE and the
SMOTE MLE do not provide a significant improvement of the performances, especially in terms
of the FAR score. The POD score is defined on elements belonging to the same class, Equation (1),
and thus it is not affected by the unbalancing of the dataset. In contrast, the FAR score mixes the
classes 𝐶0 and 𝐶1 in its definition, Equation (2), and it can be expressed as a function of the fraction
𝜏 [12]. This fact highlights the extreme importance of a correct calibration of the model in order to
get realistic performances in an operational scenario.
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In summary, the most important considerations and warnings of this work can be stated as
follows:

1. any statistical forecasting model dealing with a small and unbalanced dataset such as SEPs
needs to be calibrated with respect to the expected occurrence of the classes 𝐶𝑖;

2. the decision threshold 𝜖 strongly affects the model performance;

3. the use of different techniques for handling unbalanced data do not significantly improve the
performance of the model especially if the available features, when taken individually, are
unable to fully separate the classes of events within the parameter space.
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