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Worldline representations were established as a powerful tool for studying bosonic lattice field theories at finite density. For fermions, however, the worldlines still may carry signs that originate from the Dirac algebra and from the Grassmann nature of the fermion fields. We show that a density of states approach can be set up to deal with this remaining sign problem, where finite density is implemented in a canonical approach by working with a fixed winding number of the fermion worldlines. We discuss the approach in detail and show first results of a numerical implementation in 2 dimensions.
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## 1. Introductory comments

Essentially all lattice field theories allow for representations where the matter degrees of freedom are represented by worldlines and the gauge degrees of freedom by worldsheets (see, e.g., [1] - [10] for some key examples). In several cases these representations completely remove complex action problems that originate from finite chemical potential or a topological term [11] - [14]. However, if the matter is fermionic then the corresponding worldlines still carry signs that emerge from the Grassmann nature of the fields as well as from the $\gamma$-algebra. Thus Monte Carlo simulations of worldlines were so far restricted to bosonic theories, with the exception of massless staggered fermions in $2 \mathrm{~d}[15,16,17]$, where the signs are known to be absent.

However, worldlines are a very powerful and conceptually elegant framework, e.g., the net particle number has the form of a topological invariant, such that it is worth exploring approaches that may overcome the remaining sign problem of fermionic worldlines. Here we present a first exploratory study to address this sign problem with a suitable density of states ( DoS ) approach (see also [18] for experiments in this direction). DoS techniques were initially introduced to lattice field theory in [19, 20], but saw a major revival based on a paper by Langfeld, Lucini and Rago [21], where a modern formulation with considerably improved accuracy was presented (see also [22] [27]). Based on a variant [28] - [34] of these developments, the functional fit approach (FFA), we here set up a version of DoS that is suitable for addressing the sign problem of fermion worldlines.

The basic idea is to define the density $\rho(n)$ as a function of the number $n$ of fermion loops with a negative $\operatorname{sign}^{1}$, such that the partition function $Z$ then is given as $Z=\sum_{n=0}^{\infty} \rho(n)(-1)^{n}$. Two prerequisites are needed for this idea to work: 1) An update algorithm for the fermion loops that allows one to control the signs of the loops and at the same time is ergodic. 2) The density $\rho(n)$ must be fast decaying with $n$, such that the sum for $Z$ converges quickly and can be truncated after a reasonable number of terms. In this exploratory presentation we show that for the case of staggered fermions indeed both prerequisites can be fulfilled, i.e., we discuss suitable Monte Carlo steps that allow to control the loop signs and present preliminary numerical results that illustrate (at least in 2 d ) exponential decay of $\rho(n)$ for large $n$,

## 2. Worldline representation for fermions and formulation of the DoS approach

The DoS method for fermion worldlines introduced here is a rather general approach, but for clarity of the presentation we discuss it for a specific model: The dynamical degrees of freedom are the 1component Grassmann-valued fermion fields $\psi_{x}$ and $\bar{\psi}_{x}$ assigned to the sites $x$ of a $d$-dimensional lattice. The boundary conditions are periodic for $d-1$ of the dimensions and anti-periodic for dimension $d$ which is the euclidean time direction. The corresponding action is given by

$$
\begin{equation*}
S=\sum_{x, v} \gamma_{x, v} \bar{\psi}_{x} \frac{e^{\mu \delta_{v, d}} \psi_{x+\hat{v}}-e^{-\mu \delta_{v, d}} \psi_{x-\hat{v}}}{2}+M \sum_{x} \bar{\psi}_{x} \psi_{x}-\frac{J}{4} \sum_{x, v} \bar{\psi}_{x} \psi_{x} \bar{\psi}_{x+\hat{v}} \psi_{x+\hat{v}} \tag{2.1}
\end{equation*}
$$

In the sums $x$ runs over the sites of the lattice and $v$ over the directions $1,2 \ldots d$, with $\hat{v}$ denoting the unit vector in direction $v$. The first sum in (2.1) is the kinetic term with the staggered sign

[^1]

Figure 1: Example of an admissible configuration of monomers (dots), dimers (double lines) and fermion loops (single lines with arrows) in 2d. The numbers next to the loops give the sign of the respective loop.
factors $\gamma_{x, v}=(-1)^{x_{1}+x_{2} \ldots x_{d-1}}$, the second sum the mass term and the last sum constitutes a quartic self-interaction with coupling $J$. A chemical potential $\mu$ has been introduced by weighting the temporal $(v=d)$ hops in the kinetic term with $e^{ \pm \mu}$. The partition sum of the system is given by integrating the Boltzmann factor $e^{-S}$ with the product of Grassmann measures $\int \Pi_{x} d \psi_{x} d \bar{\psi}_{x}$.

The standard approach to a Monte Carlo simulation of the system would first introduce a Hubbard Stratonovich (HS) field to break up the quartic interaction into a bilinear that couples to the HS field. In this form the fermions can be integrated out giving rise to a fermion determinant. The partition sum is then obtained by integrating the fermion determinant over all configurations of the HS field with a Gaussian weight. However, for $\mu \neq 0$ the fermion determinant is complex such that it has no probability interpretation and only the case of vanishing chemical potential is accessible for Monte Carlo simulations. While for many bosonic systems the worldline representation completely solves the complex action problem, this is not the case for fermions, since the fermion worldlines still have signs. We will see, however, that the fermionic worldline picture allows for a natural implementation of a DoS approach.

In the worldline representation the partition sum is exactly rewritten into a sum over configurations of monomers, dimers and loops. Monomers occupy a single site, dimers two neighboring sites, i.e., a link, and the fermion loops are oriented closed contours of links. The loops may not touch or intersect. In addition monomers, dimers and loops obey a constraint: Each site of the lattice is either occupied by a monomer, is the endpoint of a dimer or is run through by a loop. Fig. 1 shows an example of an admissible configuration in 2d, where monomers are shown as dots, dimers as double lines and loops as oriented single lines. The partition sum now is given by

$$
\begin{equation*}
Z=\frac{1}{2^{V}} \sum_{\{m, d, l\}}(2 M)^{\# m}(1+J)^{\# d} e^{\mu \beta W} \prod_{l} \operatorname{sign}(l)=\frac{1}{2^{V}} \sum_{\{m, d, l\}}(2 M)^{\# m}(1+J)^{\# d} e^{\mu \beta W}(-1)^{N} \tag{2.2}
\end{equation*}
$$

where the sum $\sum_{\{m, d, l\}}$ over the configurations of monomers $m$, dimers $d$ and loops $l$ is a restricted sum, where only admissible configurations are taken into account. Each configuration comes with a weight factor where $\# m$ denotes the number of monomers and $\# d$ the number of dimers. $\beta$ is the temporal extent of the lattice, which corresponds to the inverse temperature in lattice units and $W$ is the total net winding number of the loops around the compact time direction. The fact that $W$ appears as factor of $\mu \beta$ shows that $W$ can be identified with the net particle number. From now on we will switch to the canonical formalism, i.e., we work at a fixed net particle number, i.e., a fixed net winding number $W$ and the factor $e^{\mu \beta W}$ will no longer appear.

In Eq. (2.2) $\operatorname{sign}(l)$ denotes the sign of a loop $l$. This sign has several contributions: 1) The product of staggered sign factors $\gamma_{x, v}$ along the links of the loop $l$. 2) A factor of -1 for every
link that is run through by the loop in negative direction. 3) An overall sign originating from the reordering of the Grassmann variables along the loop. 4) A factor of -1 for every winding of the loop around compact time, which is due to the anti-periodic temporal boundary conditions. The overall sign of a configuration is then given by $\Pi_{l} \operatorname{sign}(l)$, which in the second step of (2.2) was written as $(-1)^{N}$, where $N$ is the number of loops with a negative sign.

We will show below, that in the canonical setting, i.e., at fixed winding number $W$, local update steps can be combined into an ergodic algorithm. In each of these local update steps one can evaluate the change of the loop signs, such that one has an ergodic algorithm with full control of the total number $N$ of loops with negative sign. Thus it makes sense to consider a density of states that is a function of the number $n$ of negative sign loops. We define the density $\rho(n)$ as

$$
\begin{equation*}
\rho(n)=\sum_{\{m, d, l\}}(2 M)^{\# m}(1+J)^{\# d} \delta_{n, N}, \tag{2.3}
\end{equation*}
$$

where the sum over the dynamical degrees of freedom is now understood such that the net winding number $W$ remains fixed. The Kronecker delta $\delta_{n, N}$ in (2.3) restricts the sum over the dynamical degrees of freedom such that the number $N$ of negative sign loops is frozen to $N=n$. Obviously the partition sum then is given by

$$
\begin{equation*}
Z=\sum_{n=0}^{\infty} \rho(n)(-1)^{n} . \tag{2.4}
\end{equation*}
$$

The inclusion of observables will be discussed in an upcoming paper and we continue with introducing a suitable parameterization for the density $\rho(n)$.

## 3. Parameterization and evaluation of the density

The next step is to find a suitable parameterization of the density $\rho(n)$ and a strategy for its determination. Our parameterization is chosen piecewise constant, but it is convenient to write the constants in exponential form, such that the parameterization in terms of real exponents $a_{n}$ reads

$$
\begin{equation*}
\rho(n)=\rho(n-1) e^{-a_{n}} \quad \text { with } \quad a_{0}=f(M, J) \Leftrightarrow \rho(0)=e^{-f(M, J)} . \tag{3.1}
\end{equation*}
$$

The overall normalization of the density can be chosen freely with some restrictions that become important when observables are introduced. The normalization obviously is tied to the first exponent $a_{0}$ and as a normalization we choose $a_{0}=f(M, J)$ where $f(M, J)$ can be chosen as a function of the couplings. Of course all exponents $a_{n}$ will depend on the couplings implicitly, but the freedom of normalization allows for one explicit choice, i.e., our $a_{0}=f(M, J)$.

Having parameterized the density in terms of the exponents $a_{n}$ we now need to describe how these parameters can be evaluated. Once they are determined one can compute the partition sum using (3.1) and (2.4). For computing the $a_{n}$ we introduce a restricted partition sum defined as

$$
Z_{n}(\lambda)=\sum_{\{m, d, l\}}(2 M)^{\# m}(1+J)^{\# d} e^{\lambda N} \Theta_{n}(N) \quad \text { with } \quad \Theta_{n}(N)=\left\{\begin{array}{l}
1 \text { for } N \in\{n, n+1\}  \tag{3.2}\\
0 \text { otherwise }
\end{array}\right.
$$

The restricted partition sum $Z_{n}(\lambda)$ depends on the real control parameter $\lambda$ which in the sum over all configurations couples via $e^{\lambda N}$ to the number of negative sign loops $N$. This number $N$ is
restricted by the support function $\Theta_{n}(N)$ which admits only $N=n$ and $N=n+1$. We have already outlined that our updates allow one to control the number $N$. Furthermore no more sign factors appear in (3.2) such that $Z_{n}(\lambda)$ can be studied as function of $\lambda$ using Monte Carlo simulations.

Using the definition (2.3) of the density, as well as its parameterization (3.1) we may express the restricted partition sum $Z_{n}(\lambda)$ as

$$
\begin{equation*}
Z_{n}(\lambda)=\rho(n) e^{\lambda n}+\rho(n+1) e^{\lambda(n+1)}=\rho(n) e^{\lambda n}\left[1+e^{\lambda-a_{n+1}}\right] \tag{3.3}
\end{equation*}
$$

Taking the derivative of the logarithm of this partition sum with respect to the control parameter $\lambda$ we obtain the restricted vacuum expectation value of the number $N$ of negative sign loops,

$$
\begin{equation*}
\langle N\rangle_{n}(\lambda)=\frac{\partial \ln Z_{n}(\lambda)}{\partial \lambda}=\frac{1}{Z_{n}(\lambda)} \sum_{\{m, d, l\}}(2 M)^{\# m}(1+J)^{\# d} \Theta_{n}(N) e^{\lambda N}=n+\frac{1}{2}\left[1+\tanh \left(\frac{\lambda-a_{n+1}}{2}\right)\right] \tag{3.4}
\end{equation*}
$$

where the third expression is the form in terms of the path integral over the dynamical variables $m, d, l$, while the final expression is the form based on the density. As discussed for the restricted partition sum above, also the path integral form of $\langle N\rangle_{n}(\lambda)$ can be evaluated with Monte Carlo techniques. After a trivial normalization we find $V(\lambda) \equiv 2\langle N\rangle_{n}(\lambda)-2 n-1=\tanh \left(\frac{\lambda-a_{n+1}}{2}\right)$. The Monte Carlo results for $V(\lambda)$ for different values of $\lambda$ can be fit with the simple 1-parameter function $\tanh \left(\left(\lambda-a_{n+1}\right) / 2\right)$ and the exponent $a_{n}$ is obtained from this fit. Repeating this procedure for different $n$ we obtain the exponents $a_{n}$ and from those the density $\rho(n)$.

## 4. Monte Carlo simulation

We now come to presenting a set of local update steps that can be combined into an ergodic algorithm and have the property that at each update step we may control how the signs of the loops change. This is necessary to take into account the support function $\Theta_{n}(N)$ in the simulation of $\langle N\rangle_{n}(\lambda)$, which restricts the number $N$ of loops with negative signs to $\{n, n+1\}$. Of course our update steps also have to update the monomer and dimer degrees of freedom and the configurations have to be admissible ones, i.e., each site has to be run through by one fermion worldline or is the endpoint of a dimer or is occupied by a monomer. Furthermore we need to take into account that our DoS approach uses a canonical setting, i.e., we work at a fixed temporal net winding number $W$ of the fermion loops. In order to implement that we use as a starting configuration a configuration with $W$ straight loops in direction $d$ that close around compactified time. The sites not visited by the fermion loops are then occupied with monomers. The update steps we discuss below do not change the winding number, such that the simulation remains in the sector with net particle number $W$. This also implies that we can ignore the contribution of the anti-periodic boundary conditions to the loop signs. We finally remark that the update steps we discuss are illustrated in 2 dimensions, but it is straightforward to see that they work also in higher dimensions.

We begin the discussion of the updates with two steps that only involve monomers and dimers. They are depicted in the lhs. plots of Fig. 2. Obviously an admissible configuration remains admissible if we exchange a dimer on some link by two monomers at the endpoints of the link. We accept such a step with the corresponding Metropolis probability (Fig. 2, lhs., top). Another step we use is to identify a dimer with a monomer on a site neighboring one of its endpoints and then


Figure 2: Elementary update steps of our algorithm. Top left: Exchange of two monomers on neighboring sites with the corresponding dimer (accepted with a Metropolis step). Bottom left: Shift of a dimer and a monomer on an adjacent site (accepted with probability $1 / 2$ ). Top right: Expanding or shrinking a loop around three sides of a plaquette with a heat bath step. The sign of the loop does not change. Bottom right: Flipping the corner of a loop. This step is accepted with probability $1 / 2$ and changes the sign of the loop.
shift the dimer towards the monopole site and place the monomer at the now empty site (Fig. 2, lhs., bottom). Here the weights are not changed and we accept this move with probability $1 / 2$. We remark that this step is equivalent to two of the previous steps, which, however, might have a poor acceptance probability at small mass.

Next we come to a set of update steps that change the contour of a loop. The first one (top right of Fig. 2) changes a loop along three sides of a plaquette by either shrinking or expanding the loop around that plaquette and adding or removing either two monomers or a dimer. It is straightforward to show that the sign of the loop remains the same, since a minus sign from adding/removing a flux in negative direction is compensated by a minus sign from the staggered sign factors. The change of weight from adding/removing dimers or monomers is taken into account by a heat bath.

Another way of altering the loop is shown in the bottom right of Fig. 2, where we flip the corner of a loop and move one monomer. Here the weight does not change, such that this step is accepted with probability $1 / 2$. Here, however, the sign of the loop is flipped, due to the change of the staggered sign factors. This implies that this update step can be admitted only if also after the step the number $N$ of negative loops is still in $\{n, n+1\}$ as required by the support function $\Theta_{n}(N)$.

Finally we come to update steps that change the number of loops. The first one, illustrated in the top of Fig. 3 inserts/removes an elementary loop around a single plaquette by removing/inserting a combination of dimers or monomers or both. The elementary loop has positive sign, and when inserting such a loop the orientation can be chosen randomly. The change of weight from adding/removing the dimers or monomers can again be taken into account by a heat bath.

The last step we discuss, is a re-routing of two antiparallel fluxes on opposite links of a plaquette. As the bottom plot of Fig. 3 shows, this either gives rise to splitting a single loop $L$ into two loops $L_{1}$ and $L_{2}$ or the inverse step by fusing two loops $L_{1}$ and $L_{2}$ into a single loop $L$. One finds that the signs of the loops obey $\operatorname{sign}(L)=\operatorname{sign}\left(L_{1}\right) \operatorname{sign}\left(L_{2}\right)$, which can be seen from the property that the product of the staggered sign factors over the links of a plaquette equals -1 and the fact that each individual loop has an overall factor of -1 . The weights do not change here, such that the acceptance probability is $1 / 2$, but of course the number of negative loops can change, implying


Figure 3: Update steps that change the number of loops. Top: Combinations of dimers and monomers that fill the sites and links of a plaquette can be exchanged with a loop around the plaquette (heat bath). Bottom: Changing two anti-parallel fluxes on a plaquette splits a single loop $L$ into two loops $L_{1}, L_{2}$ or vice versa. The step is accepted with probability $1 / 2$ and the loop signs obey $\operatorname{sign} L=\operatorname{sign} L_{1} \operatorname{sign} L_{2}$.
that also this step can only be offered if the number of negative loops remains in $\{n, n+1\}$.
For a first test of the new approach we set up a simulation of our model in 2 dimensions. We work on lattices of size $L \times L$ and consider $L=8,16,24$ at vanishing winding number, i.e., we set $W=0$. The different update steps of our simulation strategy discussed in the previous paragraphs are combined into sweeps where a full sweep is defined as applying each update step once to all links or plaquettes it can act on. For our simulations we typically use $10^{5}$ sweeps for equilibration and a statistics of $10^{5}$ measurements separated by 10 sweeps for decorrelation. We determine $\langle N\rangle_{n}(\lambda)$ for typically 50 values of $\lambda$ and fit the corresponding $V(\lambda)$ with $\tanh \left(\left(\lambda-a_{n+1}\right) / 2\right)$ to determine the exponent $a_{n+1}$. An example of this step is shown in the lhs. plot of Fig. 4. Obviously the data (symbols) are described by the fit function (continuous curve) extremely well.

From the exponents $a_{n}$ one can determine the density $\rho(n)$ using Eq. (3.1). To get a first impression of its properties, in the rhs. plot of Fig. 4 we show $\rho(n)$ as a function of $n$ for different volumes, using a normalization such that $\rho(0)=1$, i.e., $a_{0}=0$. The plot is for couplings $M=0.5$ and $J=0.0$. Here the main question is to understand whether the density is fast decreasing for large $n$. Obviously this is the case (note the logarithmic scale on the vertical axis). However, it is obvious that for the larger two volumes a maximum of $\rho(n)$ appears for some $n_{\max }>0$, which implies that for increasing volume the most likely number of negative sign loops is at this $n_{\max }>0$. Only for $n>n_{\max }$ the exponential decrease of the density sets in. One naturally expects that a negative sign loop has a characteristic coupling-dependent size ${ }^{2}$, such that with increasing volume more negative sign loops of the characteristic size fit on the lattice. Thus one expects, that in leading order $n_{\max }$ scales proportional to the volume, such that also the range of values $n$ where $\rho(n)$ needs to be evaluated until $\rho(n)$ becomes sufficiently small scales with the volume. This expectation that the range where the density has to be computed scales with the volume is in agreement with the experience from other DoS applications.

The first numerical tests presented here show that indeed the density $\rho(n)$ is fast decreasing for sufficiently large $n$, and it is plausible that the range of $n$ where $\rho(n)$ needs to be evaluated scales

[^2]

Figure 4: Left: Example for the fit of the data for $V(\lambda)$ with $\tanh \left(\left(\lambda-a_{n+1}\right) / 2\right)$. Right: The density $\rho(n)$ as a function of $n$ for different lattice volumes.
linearly with the system size. Currently we are working on the implementation of observables and prepare a systematic comparison of the DoS results for free fermions to the corresponding exact calculation, in order to assess whether the necessary accuracy of $\rho(n)$ can be achieved, such that an efficient use of the new method is feasible.
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[^0]:    *Currently on leave of absence from Institute of Physics, University of Graz, 8010 Graz, Austria.

[^1]:    ${ }^{1}$ The fermion worldlines form closed loops such that from now on we will often use the term fermion loops.

[^2]:    ${ }^{2}$ Note that the smallest possible negative sign loop is around a $3 \times 3$ square.

