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1. Introduction

QCD phase diagram is one of the most essential subjects in particle physics and nuclear
physics [1–3] to understand the inside of nucleon stars and the history of the universe. At zero
quark chemical potential, lattice QCD calculations with Markov chain Monte-Carlo (MCMC) work
well and we can access quantitative information [4–9].

QCD phase structure along with finite baryon or quark density cannot be accessed using MCMC
due to the infamous sign problem, and a number of proposals are suggested (see [3, 10–12] and
references therein). For example, the complex Langevin algorithm has been applied not only to
matrix models and toy models, but also to QCD in four dimensions [13–16]. The Lefschetz thimble
algorithm is a similar approach, but it is an exact algorithm [17–20]. These methods are classified
as classical algorithms, but there are also tensor network-based methods [21–27].

Algorithms for digital quantum computers for lattice QCD are highly demanded to overcome
the sign problem [28, 29]. Quantum algorithms can be used to realize a unitary operation on
the quantum state composed by elementary unitary operations on qubits. Quantum computations
have been applied for the real-time (Lorentzian signature field theory) [30–32] and 𝜃 vacuum
[33]. Standard classical algorithms are better at simulations with imaginary time, while systems
with chemical potential and/or with the real-time axis are relatively straightforward for quantum
algorithms. That is, quantum algorithms and classical algorithms have complementary advantages.

In this work, we study the phase diagram of the massless Schwinger model. We employ a
classical-quantum hybrid algorithm called 𝛽-VQE [34] with the staggered fermion. This paper is
organized as follows. First, we briefly review 𝛽-VQE and describe our theoretical setup. Second,
we show our results with a quantum simulator on a classical machine. Finally, we summarize
this work. As a result, we obtain phase diagram with temperature and chemical potential for the
Schwinger model at the continuum limit.

2. Theoretical setup

2.1 𝛽-VQE

Here we briefly review 𝛽-VQE [34]. The original variational quantum eigensolver (VQE) is
a variational quantum for preparing the ground state [35], which is used in quantum chemistry
and field theory. It uses a parametrized quantum circuit and minimizes the energy, namely the
eigenvalue of the Hamiltonian for the target system. Thanks to the variational principle, if the
eigenvalue is minimized, the state can be regarded as the (precisely approximated) ground state.

𝛽-VQE [34] is an extension of VQE for mixed states, which typically appear when we treat
thermal states1. The density matrix formalism is the best way to describe mixed states. Consider a
pure state |Ψ⟩, the density matrix is 𝜌 = |Ψ⟩ ⟨Ψ|. Mixed states can be written as 𝜌mixed =

∑
𝑖 𝑤𝑖𝜌𝑖

where 𝜌𝑖 is a density matrix for the pure state and 𝑤𝑖 is a probability weight to find a state 𝜌𝑖 . This
is conceptually different from the superposition of states, which is a pure state.

In 𝛽-VQE, we minimize the following loss function,

L(Θ) = Tr ( 𝜌̃Θ ln ( 𝜌̃Θ/𝜌)) , (1)

1Thermal states can be realized using pure states through [36–38]. In this work, we focus on mixed state realization.
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where 𝜌 = e− 1
𝑇
𝐻/𝑍 is the density matrix (normalized as Tr [𝜌] = 1) and 𝐻 is the Hamiltonian

of the target system with zero or nonzero chemical potential, and 𝑇 is the temperature of the
grand canonical ensemble. Θ represents a set of parameters. 𝜌̃Θ is the parametrized density matrix
(normalized as Tr [ 𝜌̃Θ] = 1). This loss function is the Kullback-Leibler-Umegaki (KLU) divergence,
a quantum extension of the Kullback-Leibler divergence (equivalent to the relative entropy), and
it takes zero if and only if 𝜌̃Θ = 𝜌. We minimize this loss function by tuning a set of parameters
Θ. In practice, we minimize shifted KLU divergence L(Θ) − ln 𝑍 = Tr( 𝜌̃Θ ln 𝜌̃Θ) + 1

𝑇
Tr( 𝜌̃Θ𝐻)

to avoid the calculation of the free energy ln 𝑍 . We note that we can evaluate the quality of the
variational state by comparing L(Θ) and ln 𝑍 in the case of classial simulation of the variational
method. We remark that the use of shifted KLU divergence is analogous to the use of Kullback-
Leibler divergence in the flow-based sampling algorithm, a machine learning-assisted configuration
generation algorithm [39, 40].

We employ a product state of 𝑁 qubits, |𝑥⟩ = |𝑥1⟩1 ⊗ |𝑥2⟩2 ⊗ · · · ⊗ |𝑥𝑁 ⟩𝑁 and each |𝑥𝑖⟩𝑖 is the
state of a qubit (𝑖 = 1, · · · , 𝑁). 𝑥 is a bit string 𝑥 = 𝑥1𝑥2 · · · 𝑥𝑁 where 𝑥𝑖 ∈ {0, 1}. We use |𝑥⟩ for an
initial state of the variational procedure. VQE type variational approaches use a parametrized state
𝑈𝜃 |𝑥⟩, where 𝜃 is a set of parameters for a quantum state and 𝑈𝜃 a set of unitary operation like a
set of rotation gates and Hadamard gates. In practice, we use SU(4) parametrization for 𝑈𝜃 as in
the original work [34]. We parametrize the density matrix as,

𝜌̃Θ =
∑︁
𝑥

𝑝𝜙 (𝑥)𝑈𝜃 |𝑥⟩⟨𝑥 |𝑈†
𝜃
, (2)

where Θ = 𝜃∪𝜙 and 𝑝𝜙 is a parametrized classical probability distribution of 𝑥. The sum of 𝑥 is
taken over all possible combinations of 𝑥. This density matrix satisfies the normalization condition
Tr [ 𝜌̃Θ] =

∑
𝑥 𝑝𝜙 (𝑥) = 1. In the application, we employ the autoregressive model [41], which is a

neural network. As a unit of the autoregressive model, we utilize an autoencoder, which has single
hidden layer of 500 hidden neurons with rectified linear unit activation function. This is the same
setup as the original work for 𝛽-VQE [34].

Since 𝛽-VQE can produce training samples by itself, we rely on the self-training paradigm for
the training. Practically we minimize following loss function which is equivalent to (1),

L(Θ) = E𝑥∼𝑝𝜙 (𝑥 ) [ln 𝑝𝜙 (𝑥) + ⟨𝑥 |𝑈†
𝜃
𝐻𝑈𝜃 |𝑥⟩]/𝑇 + const. (3)

where E𝑥∼𝑝𝜙 (𝑥 ) [·] means that an expectation value evaluating with sampling of 𝑥 from 𝑝𝜙 (𝑥).
Minimization of the loss function L(Θ) is performed by a stochastic gradient optimizer (e.g.,

ADAM [42]). In the optimization procedure, we have to evaluate two kinds of gradients. One is a
derivative with respect to parameters in the quantum circuit,

∇𝜃L(Θ) = E𝑥∼𝑝𝜙 (𝑥 ) [∇𝜃 ⟨𝑥 |𝑈†
𝜃
𝐻𝑈𝜃 |𝑥⟩]/𝑇. (4)

This derivative can be evaluated using the shift rule [43, 44].
The other is a derivative with respect to parameters in the classical distribution,

∇𝜙L(Θ) = E𝑥∼𝑝𝜙 (𝑥 )
[
( 𝑓 (𝑥) − 𝑏)∇𝜙 ln 𝑝𝜙 (𝑥)

]
, (5)

where 𝑓 (𝑥) = ln 𝑝𝜙 (𝑥) + ⟨𝑥 |𝑈†
𝜃
𝐻𝑈𝜃 |𝑥⟩/𝑇 and 𝑏 = E𝑥∼𝑝𝜙

[ 𝑓 (𝑥)].
After training, one can sample a batch of input states |𝑥⟩ and treat them as approximations of

the eigenstates of the system. By using the states, we can calculate observables with 𝑇 and 𝜇.
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2.2 Schwinger model in spin representation

We investigate the massless Schwinger model which is QED in 1+1 dimensional spacetime.
The Lagrangian of the Schwinger model with 𝜃 = 0 is given by

L = −1
4
𝐹𝜇𝜈𝐹

𝜇𝜈 + i𝜓𝛾𝜇
(
𝜕𝜇 + i𝑔𝐴𝜇

)
𝜓 − 𝑚𝜓𝜓, (6)

where 𝑔 is the dimension-full coupling constant. Massless Schwinger model can be solved exactly,
with and without temperature [45, 46]. We discretize the spatial direction and we adopt the staggered
formalism for the fermion field a la, Kogut and Susskind. Throughout this paper, we focus on 𝑚 = 0
but we keep 𝑚 for a while for showing purpose.

The U(1) gauge field can be eliminated from the hamiltonian in 1+1 dimension with the
open boundary condition [30], and the remnant of it is a non-local four-fermi interaction term.
Furthermore, using Jordan-Wigner transformation, we obtain the quantum spin representation of
the system [30, 33, 47]. The final expression of the Hamiltonian is

𝐻̂ = 𝐻/𝑔 = 𝐻̂𝑍𝑍 + 𝐻̂± + 𝐻̂𝑍 . (7)

where

𝐻̂𝑍𝑍 =
𝑔

8𝑤

𝑁𝑥−1∑︁
𝑛=2

∑︁
1≤𝑘<𝑙≤𝑛

𝑍𝑘𝑍𝑙, 𝐻̂± =
1
2

𝑁𝑥−1∑︁
𝑛=1

𝑤

𝑔
[𝑋𝑛𝑋𝑛+1 + 𝑌𝑛𝑌𝑛+1] , (8)

𝐻̂𝑍 =
1
2

𝑁𝑥∑︁
𝑛=1

(
𝑚

𝑔
(−1)𝑛 + 𝜇

𝑔

)
𝑍𝑛 −

𝑔

8𝑤

𝑁𝑥−1∑︁
𝑛=1

(𝑛 mod 2)
𝑛∑︁
𝑙=1

𝑍𝑙 (9)

and ·̂ indicates a dimensionless quantity. 𝑤 = 1/(2𝑎), and 𝑁𝑥 are (inverse) lattice spacing and the
dimensionless spatial extent of the staggered fermions, respectively. 𝑍𝑛, 𝑋𝑛 and𝑌𝑛 are Pauli matrices
acting on the 𝑛-th qubit. We introduced the chemical potential 𝜇 by replacing the mass term, which
does not occur the sign problem in this formalism because this based on the operator formalism in
Lorentzian signature spacetime. The exponent of Boltzmann weight is now 𝐻/𝑇 = (𝑔/𝑇)𝐻̂, and
𝑔/𝑇 is dimensionless inverse temperature.

3. Results

Here we explain our numerical setup and show our results. Detail lattice setup and technical
details can be found in [47]. We perform calculations for 𝑁𝑥 = 4, 6, 8 and 10 with various lattice
cutoff, temperature, and chemical potential. However, results for 𝑁𝑥 ≤ 6 are supposed to be affected
by finite volume effects [33] and we only use 𝑁𝑥 = 10 for final results. For 𝑁𝑥 ≥ 12, calculation
time or memory size is beyond our numerical capacity of resources with [34, 48].

We tune parameters in 𝛽-VQE, and calculate spatial averaged chiral condensate as in [33].
Results are shown in Fig. 1. Top two panels are results for 𝑇 = 1/0.1 = 10 (high temperature) and
bottom two ones are 𝑇 = 1/20.0 = 0.05 (low temperature). Left and right panels are for 𝜇̂ = 0 and
𝜇̂ = 1.4, respectively. Solid lines are trained loss function and dotted lines are exact free energy
− ln 𝑍 calculated by the exact diagonalization for comparison. State preparation for low temperature
is harder than high temperature as expected.
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Figure 1: Training history of the loss function (Variational free energy) for various temperature, cutoff and
chemical potential.

After 𝛽-VQE calculations, we take naive continuum limit of the chiral condensates2 for 𝑁𝑥 = 8
and 𝑁𝑥 = 10. We confirm that, numerical results qualitatively follow the exact solution for 𝜇 = 0.
For 𝜇 > 0, the chiral condensate is suppressed.

Finally, we make a density plot for 𝑁𝑥 = 10 in the continuum limit (Fig 2). It has a non-trivial
phase structure and to confirm this phase structure, we need data from larger lattice than 𝑁𝑥 = 10.

4. Summary and conclusion

In this work, we investigate a phase diagram on finite temperature and density for the Schwinger
model using a quantum classical hybrid algorithm called 𝛽-VQE, which is not affected by the sign
problem. Quantum expectation values are evaluated through state vector calculations on a classical
computer which should be replaced by quantum calculations in the future. Thanks to the state
vector calculations, we evaluate the exact free energy − ln 𝑍 and we confirm that the variational
algorithm gives 𝑂 (1)% correct results.

Only continuum limit is taken and large volume limit has not been taken in this work. While,
we observe qualitative agreement along with the temperature to the exact results for 𝜇/𝑔 = 0 [45]
and the deviation is similar to [50]. To establish physics at infinity volume, we should replace the
state-vector calculations to a tensor network or quantum device. We enphasize that 𝛽-VQE can

2In the conference, T. Angelides and E. Itou told me that a work [49] for chiral symmetry violation in the Schwinger
model with the staggered fermion, but here we report original results as in the conference since results do not change
qualitatively. This formalism has an additive mass renormalization.
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Figure 2: Density plot of the chiral condensate from 𝛽-VQE along with 𝑇/𝑔 and 𝜇/𝑔. The central values
are interpolated. This density plot can be seen as the phase diagram.

be used with a quantum device, and once we get a fault-tolerant quantum computer, we can easily
apply the calculations with it.
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