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We study two- and three-particle scattering in the $\mathrm{O}(3)$ non-linear sigma model in $1+1$ dimensions, focusing on the isospin- 1 and isospin- 2 channels for two particles, and the isospin- 3 channel for three. We perform numerical simulations for four values of the physical volume, each at three lattice spacings, using a three-cluster generalization of the cluster update algorithm, and directly extrapolate the determined finite-volume energies to the continuum at fixed physical volume. Lattice results for two particles are then compared against exact predictions, obtained by combining analytic results for the scattering phase shifts and the ( $1+1$ )-dimensional two-particle formalism that relates these to finite-volume energies. Analogous comparisons in the three-particle sector are underway, making use of the three-particle relativistic-field-theory finite-volume formalism.
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## 1. Scattering in finite volume

During the last decade, tremendous progress has been made in the determination of multiparticle scattering properties using lattice techniques. This is however a highly non-trivial, since numerical simulations are restricted to finite volumes, and so infinite-volume scattering quantities are not directly accessible. Instead, one can only compute the finite-volume energy spectrum of stationary multiparticle states, that then needs to be related to infinite-volume observables. This is done using so-called quantization conditions.

For two identical spinless particles, a quantization condition was first proposed in a seminal work by M. Lüscher [1, 2], and has since been generalized to include any possible two-particle process. It takes the form,

$$
\begin{equation*}
\operatorname{det}\left[\mathcal{K}_{2}^{-1}+F(P, L)\right]=0, \tag{1}
\end{equation*}
$$

where $\mathcal{K}_{2}$ is the two-particle infinite-volume $K$-matrix, related to the two-particle scattering phase shift, and $F$ is a finite-volume geometric factor related to power-law finite-volume effects arising from two-particle intermediate states that can go on shell. It depends on the box size, $L$, and the total momentum of the center-of-mass (CM) of the system, $P$.

For three particles, different frameworks have been developed during the last decade: the "relativistic field theory" (RFT) approach [3, 4], the "non-relativistic effective field theory" approach [5, 6], and the "finite-volume unitarity" approach [7, 8]. All of them have been proved to be equivalent in certain limits [9]. In this work, we focus on the first of them.

The RFT formalism relates finite-volume quantities to scattering properties in two steps:

1. Two- and three-particle $K$ matrices are constrained from finite-volume energies using the quantization condition,

$$
\begin{equation*}
\operatorname{det}\left[\mathcal{K}_{\mathrm{df}, \mathrm{~B}}^{-1}+F_{3}\left(\mathcal{K}_{2} ; P, L\right)\right]=0 . \tag{2}
\end{equation*}
$$

Here the three-particle $K$ matrix, $\mathcal{K}_{\mathrm{df}, 3}$, is an intermediate scheme-dependent infinite-volume quantity, while $F_{3}$ is a geometric factor that depends on $L$ and $P$, but also on the two-particle $K$ matrix. In case of identical spinless particles with a $\mathbb{Z}_{2}$ symmetry and no two-particle resonances, it takes the form

$$
\begin{equation*}
F_{3}=\frac{1}{3} \tilde{F}+\tilde{F} \frac{1}{\tilde{\mathcal{K}}_{2}^{-1}-(\tilde{F}+G)} \tilde{F}, \tag{3}
\end{equation*}
$$

where $\tilde{F}$ and $\tilde{\mathcal{K}}_{2}$ are modified versions of $F$ and $\mathcal{K}_{2}$, respectively, and $G$ is a new geometric factor that appears in the derivation of the three-particle quantization condition.
2. Infinite-volume scattering amplitudes are determined from $\mathcal{K}_{2}$ and $\mathcal{K}_{\mathrm{df}, 3}$ by solving infinitevolume integral equations.

This formalism has been generalized to theories including two-to-three processes [10], twoparticle resonances [11], multiple subchannels [12], and non-identical particles [13]. In addition, it has been successfully applied to some systems containing pions and kaons at maximal isospin [1416]. However, it has never been used in a non-perturbative integrable theory for which analytic predictions are known in advance. In this work, we aim at testing the RFT approach using a solvable model, which will allow us to better understand the intricacies of the formalism.

## 2. $\mathbf{O}(3)$ non-linear sigma model in $\mathbf{1 + 1}$ dimensions

We have chosen the ( $1+1$ )-dimensional O(3) non-linear sigma model as our test bed for the RFT formalism. This model has been widely used as a toy model of QCD due to important qualitative similarities of the two theories. For instance, it was recently used to test a new procedure to compute spectral functions [17]. The model has the following action,

$$
\begin{equation*}
S[\sigma]=\frac{\beta}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \sigma(x) \cdot \partial^{\mu} \sigma(x), \tag{4}
\end{equation*}
$$

where $\beta$ is a dimensionaless coupling constant, and $\sigma$ is a three-component real field of unit length, $\sigma(x) \cdot \sigma(x)=1$. This theory is asymptotically free, and possesses a dynamically generated mass gap, $m$, and a global $\mathrm{O}(3)$ symmetry. It thus presents a low-energy particle spectrum consisting of an isospin-1 multiplet.

Furthermore, an exact analytic solution for the two-particle $S$-matrix was proposed in the 1970s based on the properties of unitarity, crossing symmetry and factorization [18, 19]. The latter is a feature of some ( $1+1$ )-dimensional theories by which any multiparticle $S$-matrix can be written as products of two-particle $S$-matrices.

In this talk, we report our progress on the study of two- and three-particle scattering for those channels that contain no vacuum contractions. Notably, the scattering channels in the $\mathrm{O}(3)$ model coincide with those of two-flavor QCD, which is unique among other factorizable theories. For two particles, there are three different scattering channels corresponding to different isospin values, $I$. Using the exact result for the two-particle $S$-matrix, it is possible to determine the corresponding scattering phase shifts, which are shown in Fig. 1. In this work, we focus on the $I=1$ and $I=2$ channels, for which the lattice correlation functions can be computed as linear combinations of two Wick contractions (see Fig 2a),

$$
\begin{equation*}
C_{I=1}=A_{2}-A_{3}, \quad C_{I=2}=A_{2}+A_{3} . \tag{5}
\end{equation*}
$$

In the three-particle sector, the combination of three isospin-1 fields leads to seven irreducible representations of the $\mathrm{O}(3)$ group, which organize in four different scattering channels. The multiplicity of each channel corresponds to the number of possible two-particle subchannels that can appear. This seven-fold multiplicity also exists for three-pion states in QCD, as recently discussed in Ref. [12]. The full scope of this work will be to consider the isospin-2 and isospin-3 channels, for which the lattice correlation functions are linear combinations of six non-vacuum contractions (see Fig. 2b). Note that, for the former channel, one in general requires a $2 \times 2$ matrix of correlators for each momenta combination due to the presence of two two-particle subchannels. In this talk we restrict our attention to the isospin- 3 channel.


Figure 2: Diagramatic representation of those Wick contractions relevant for the two-particle isospin-1 and isospin-2 channels, and the three-particle isospin-2 and isospin-3 channels.

Two- and three-particle correlation functions can be used to determine the finite-volume energy spectrum. This then needs to be related to infinite-volume quantities using (1+1)-dimensional versions of the quantization conditions. These are simpler than their (3+1)-dimensional counterparts, due to the absence of angular momentum in one spatial dimension.

For two particles, the quantization condition in Eq. (1) simplifies to the following algebraic equation, which was worked out in Refs. [20, 21],

$$
\begin{equation*}
\cot \delta(k)=-\frac{1}{2}\left\{\cot \left[\frac{L \gamma\left(k+\omega_{k} \beta\right)}{2}\right]+\cot \left[\frac{L \gamma\left(k-\omega_{k} \beta\right)}{2}\right]\right\} \tag{6}
\end{equation*}
$$

where $k$ and $\omega_{k}=\sqrt{m^{2}+k^{2}}$ are the relative momenta and the single-particle energy in the CM frame, respectively, $\gamma$ and $\beta$ are boost factors to that frame, and $\delta(k)$ is the two-particle phase shift.

Eq. (6) can be used together with analytical results of the two-particle scattering phase shifts to obtain exact predictions of the finite-volume energies. This is depicted in Fig. 3 for the $I=2$ channel in the $P=0$ frame. First, one fixes $L$ and $P$ and solves Eq. (6) for the energy levels (left panel). This process is then repeated for varying $L$ to obtain the full volume-dependent finite-volume energies (right panel).

(a) Finite-volume energy levels for fixed $m L=10$ (red dots). The dashed blue (solid black) line represents the left (right) hand side of Eq. (6), for the $I=2$ channel.

(b) Two-particle finite-volume energies for the $I=2$ channel (blue solid) together with the non-interacting energy levels (black dashed).

Figure 3: Analytical predictions for the finite-volume energies for the two-particle isospin-2 channel in the rest frame $(P=0)$. For a fixed value of $m L$, they are determined solving Eq. (6) (left panel). Varying $m L$ allows to obtain the full volume-dependent energy spectrum (right panel).

For the RFT three-particle quantization condition, Eq. (2), the full extent of simplifications in $1+1$ dimensions is still under investigation. The quantity $\tilde{F}$ becomes a straightforward function, closely related to the right-hand side of Eq. (6), and $G$ also simplifies due to the lack of angular momentum. We are currently working on a determination of the finite-volume energies assuming $\mathcal{K}_{\mathrm{df}, 3}=0$, and are also trying to analytically predict $\mathcal{K}_{\mathrm{df}, 3}$, in order to give a full RFT-based prediction of the finite-volume energies to compare to our numerical results.

## 3. Lattice simulations and the cluster algorithm

Turning to the numerical side of the project, we have determined finite-volume energy levels for two and three particles using numerical simulations of a lattice-discretized model. We have employed the standard discretized lattice action,

$$
\begin{equation*}
S[\sigma]=-\beta \sum_{x} \sum_{\mu} \sigma(x) \cdot \sigma(x+a \hat{\mu}) \tag{7}
\end{equation*}
$$

where $a$ is the lattice spacing, $x=(\tau, \boldsymbol{x})$ denotes the lattice site, $\hat{\mu}$ is a unit vector in the direction $\mu$, and the two sums run over all the lattice, and over space and time directions, respectively. We have considered periodic boundary condition in both space and time.

For the generation of configurations and the evaluation of $n$-point functions we have used the cluster algorithm. It is a collective algorithm applicable to spin systems that overcomes critical slowing down and vastly improves the signal-to-noise ratio. It was first proposed in Ref. [22] for a single cluster, and then generalized to a two-cluster update in Ref. [23]. In this work, we have further generalized it to three clusters so as to be able to study three-particle scattering processes.

The single-cluster algorithm works as follows: First, a random unit vector $r \in S^{2}$ is uniformly drawn from the unit sphere, and a "seed" lattice site is randomly chosen. From this site, a cluster $C$ is grown: for each site $x$ belonging to $C$, each of the non-cluster neighbours $y$ are considered and added to the cluster with probability

$$
\begin{equation*}
p_{\mathrm{add}}=1-\exp \left[\min \left\{-2 \beta \sigma_{r}(x) \sigma_{r}(y), 0\right\}\right], \tag{8}
\end{equation*}
$$

where $\sigma_{r}(x)=\sigma(x) \cdot r$. This is repeated for all the newly added sites until all neighbours have been considered. Then a new configuration is obtained by updating all spins in $C$,

$$
\begin{equation*}
\sigma(x) \rightarrow \sigma(x)-2 \sigma_{r}(x) r . \tag{9}
\end{equation*}
$$

The cluster can then be used to obtain cluster-improved estimators of the quantites of interest. For example, for the two-point function the spins in the cluster are first projected to definite momentum $p$,

$$
\begin{equation*}
\sigma_{r}(\tau, p)=\sum_{x \in C} \sigma(x) \mathrm{e}^{i p x} \tag{10}
\end{equation*}
$$

and are then used to compute the desired result,

$$
\begin{equation*}
C_{2 \mathrm{pt}}(\tau, p) \propto\left\langle\sigma_{r}(\tau, p) \sigma_{r}^{*}(0, p)\right\rangle \tag{11}
\end{equation*}
$$

where $\langle\cdot\rangle$ indicates that time translation invariance is used to average over all equivalent time separations. This quantity then needs to be averaged over several consecutive updates, in order to obtain a sensible result.

Because neither the single- nor the double-cluster algorithms allow us to compute threeparticle correlation functions, we have had to generalize to three clusters. In this case, three random orthonormal vectors are drawn from the unit sphere, $r, u, v \in S^{2}$, and three "seed" lattice sites are randomly chosen. Each of them is used to grow an independent cluster, $C_{r}, C_{u}$ and $C_{v}$, respectively, using the same procedure as in the single-cluster case. Note that, owing to the orthogonality of the vectors, the growth of the clusters do not interfere with each other. Finally, the three clusters are updated and used to measure cluster-improved estimators of the contractions represented in Fig. 2. For example, a four-point correlation function can be computed using two of the clusters, and a six-point one using all of them,

where $p_{i}$ and $q_{i}$ denote the momenta of particles in the initial and final states, respectively, and $\sigma_{u}$, $\sigma_{v}$ are defined analogously to $\sigma_{r}$.

Numerical simulations have been performed using the o3_cluster code, an early version of which was provided to us by J. Bulava [24]. We have generated 12 ensembles, with four values of $m L$, each at three lattice spacings. The physical volume, $m L$, and time extent, $m T$, of the lattice have been finely tuned so as to be able to directly extrapolate the finite-volume energy levels to the continuum. In particular, we have used $m L>6$ so that exponentially suppressed finite-volume corrections can be neglected, and set $m T \sim 20$ to be safe of thermal effects. A summary of the ensembles is presented in Fig. 4.

For each ensemble, we have generated $N_{\text {rep }}=$ 1024, 512 and 256 replicas, for the coarser, intermediate and finest ensembles, respectively. Each of them has been thermalized for $12.8 \times 10^{6}$ threecluster updates, and the correlation functions of interest have then been averaged over $4 \times 10^{6}, 2 \times 10^{6}$ and $1 \times 10^{6}$ consecutive updates, in this same order. In all cases, we have studied four different values of total spatial momentum in the finite-volume frame. To reliably extract the finite-volume energies, we have used a basis of operators that exhausts all individual-particle momentum combinations for the targeted range of energies.


Figure 4: Summary of the ensembles used for the simulations. All have $m T \sim 20.4$ to avoid thermal effects.

## 4. Results for the two- and three particle energy spectra

We have computed two- and three-particle correlation functions for the channels of interest, and used them to solve a generalized eigenvalue problem. The eigenvalues have been fitted to a single exponential for different fit ranges, and the finite-volume energies, $E_{n}$, have been determined by ensuring the results showed a plateau with respect to the fit range chosen. Two examples are presented in Fig. 5 for two- and a three-particle cases.


Figure 5: Rest-frame energy spectra obtained for different fit ranges, [ $\tau_{\min }, \tau_{\max }$ ], with varying $\tau_{\min }$ and fixed $\tau_{\text {max }}$, for an ensemble with $m L \sim 9$ and $a m \sim 0.025$. Final results (horizontal bands) are extracted from the plateaux.

The energy levels have directly been extrapolated to the continuum. It is well known that the $\mathrm{O}(3)$ model presents large logarithmic discretization effects. These have been analytically studied in detail [25, 26], and on-shell quantities, such as the finite-volume energies, are known to present the following asymptotic behavior,

$$
\begin{equation*}
Q(a m)=Q(0)+C(a m)^{2} \beta^{3}\left[1+\sum_{k=1}^{\infty} c_{k} \beta^{-k}\right]+\mathcal{O}\left(a^{4}\right) \tag{14}
\end{equation*}
$$

where $C$ and $c_{k \geq 3}$ depend on the particular observable, while $c_{1}$ and $c_{2}$ are fixed for any on-shell quantity and can be computed from two- and three-loop integrals, respectively. For the standard discretized action, Eq. (7), they are

$$
\begin{equation*}
c_{1}=-1.1386 \ldots, \quad c_{2}=-0.4881 \tag{15}
\end{equation*}
$$

In this work we have considered $k=1,2$ terms, and fitted $Q(0)$ and $C$ for each energy level. Two examples of extrapolations are shown in Fig. 6.

Preliminary results for the two-particle finite-volume energy levels are shown in Fig. 7 for the $I=1$ and $I=2$ channels. We compare them to the exact predictions computed using Eq. (6) (blue solid lines). Two-particle free energies (black dashed lines) are also represented for completeness. We observe reasonable agreement between the numerical and the analytical results, which we quantify by computing the $\chi^{2}$ between both,


Figure 6: Continuum extrapolation of the finite-volume energy levels. Blue crosses represent the best-fit predictions to Eq. (14) up to $k=2$ terms.

$$
\begin{array}{ll}
\chi^{2} / \text { dof }=1.26, & (I=1 \text { channel }),  \tag{16}\\
\chi^{2} / \text { dof }=1.34, & (I=2 \text { channel }) .
\end{array}
$$

We stress these are not the results of a fit to lattice data, but a comparison between them and analytical expectations. Also note that no inelastic threshold is considered, as no particle production can occur in a factorizable theory.

Finally, a computation of three-particle energies in the $I=2$ and $I=3$ channels is underway. Preliminary results for the latter one corresponding to the finest ensembles are presented in Fig. 8, together with the free energy levels. At the moment, we are working on a prediction of the interacting energies under the assumption $\mathcal{K}_{\mathrm{df}, 3}=0$, and also trying to obtain an analytic determination of $\mathcal{K}_{\text {dff } 3}$.

## 5. Summary and outlook

In this talk, we have reported the current status of our study of two- and three-particle scattering in the integrable ( $1+1$ )-dimensional $\mathrm{O}(3)$ non-linear sigma model, with which we aim at testing the three-particle RFT finite-volume formalism. We have implemented a three-cluster algorithm and used it to compute two- and three-particle finite-volume energies, finding very good agreement, at the sub-percent level, between lattice and analytical expectations in the two-particle case.

In addition to cross-checking and finalizing all aspects of the calculation, we are currently working on extending the extraction of finite-volume energies to include the three-particle $I=2$ channel. The analytic determination of the three-particle energies based on the RFT formalism is also ongoing. We are considering the predictions for $\mathcal{K}_{\mathrm{df}, 3}=0$ (of interest for benchmarking the sensitivity that the finite-volume energies might have to this quantity), as well as the more complicated case of predicting $\mathcal{K}_{\mathrm{df}, 3}=0$ directly from the integrable theory. The isospin-2 threeparticle channel is especially interesting as it makes use of the formalism with coupled two-particle subsystems derived in Ref. [12].


Figure 7: Preliminary results for continuum-extrapolated two-particle finite-volume energies. Lattice results (red points) are represented together with analytic predictions (blue solid lines) and free energies (black dashed lines). Each panel corresponds to a different momentum frame, with $P=\frac{2 \pi}{L} n$.


Figure 8: Preliminary results for the three-particle finite-volume energies in the $I=3$ channel at $a m \sim 0.017$, together with free energies (black dashed lines). Each panel corresponds to a different momentum frame, with $P=\frac{2 \pi}{L} n$.
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