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We address the non-perturbative calculation of the decay rate of inclusive semi-leptonic $B_{(s)}$ mesons decays from lattice QCD. Precise theoretical Standard Model predictions are key ingredients in searches for new physics. This type of computation may eventually provide new insight into the long-standing tension between the inclusive and exclusive determinations of the CKM matrix elements $\left|V_{c b}\right|$ and $\left|V_{u b}\right|$. We perform a pilot lattice computation for $B_{s} \rightarrow X_{c} l v_{l}$ and improve on existing techniques. The valence-quark masses in our simulations are approximately physical for the domain-wall strange and charm quarks as well as for the bottom quark, for which we use a relativistic heavy quark effective action. We report on our progress and discuss future plans towards a first study with fully controlled systematic effects.
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## 1. Introduction

At present, the $b$-quark sector of particle physics has shown several tensions with the StandardModel predictions. One of these long-standing tensions involves the measured values of the CKM matrix elements $\left|V_{c b}\right|$ and $\left|V_{u b}\right|$ between exclusive and inclusive decays. For example, one of the most recent determination of $\left|V_{c b}\right|$ from the latest FLAG 21 review [1, 2] are

$$
\begin{array}{ll}
\left|V_{c b}\right|=(42.00 \pm 0.64) \times 10^{-3} & \text { inclusive }, \\
\left|V_{c b}\right|=(39.36 \pm 0.68) \times 10^{-3} & \text { exclusive } .
\end{array}
$$

The exclusive determination comes from the decay $B \rightarrow D^{(*)} l v_{l}$, where the final-state hadron (either $D$ or $D^{*}$, assumed stable in QCD) is in its ground state. On the other hand, the inclusive determination is given from experimental measurements of all possible semi-leptonic final states. While there are many predictions on the exclusive channels from Lattice QCD, the inclusive sector is still rather unexplored, as such processes are difficult to treat on the lattice due to the presence of multiple hadrons in the final state.

In this work we perform a pilot study of the inclusive calculation of the semi-leptonic decays of $B_{s}$ mesons into charmed particles, namely $B_{s} \rightarrow X_{c} l v_{l}$, following the work done in [3-5]. In particular, we focus on developing a solid approach for the analysis, pushing forward and comparing two existing methods explained in the following sections. A key aspect of our approach is the choice of the lattice action for the $b$ quark. In particular, we use the relativistic heavy quark (RHQ) action [6-8], which allows us to simulate the $b$ quark at its physical mass. The light, strange and charmed quarks are treated with a domain-wall fermion action and their masses are tuned to a value very close to the physical one.

## 2. Inclusive decays



Figure 1: Feynman diagram for $B_{s} \rightarrow X_{c} l v_{l}$.
In this work we will focus on the decay $B_{s} \rightarrow X_{c} l v_{l}$ in Figure 1. The formalism is totally general and can be applied to other channels, such as $B \rightarrow X l v_{l}, D_{(s)} \rightarrow X l v_{l}$, etc. The ground state for this decay is given by the $D_{s}$ meson, and $X_{c}$ stands for all the possible excited states. The expression for the differential decay rate is given by

$$
\frac{\mathrm{d} \Gamma}{\mathrm{~d} q^{2} \mathrm{~d} q_{0} \mathrm{~d} E_{l}}=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{8 \pi^{3}} L_{\mu \nu} W^{\mu \nu},
$$

where $W^{\mu \nu}$ is the hadronic tensor defined as

$$
\begin{equation*}
W^{\mu \nu}=\sum_{X_{c}}(2 \pi)^{3} \delta^{(4)}(p-q-r) \frac{1}{2 E_{B_{s}}}\left\langle B_{s}(\boldsymbol{p})\right| J^{\mu \dagger}(-\boldsymbol{q})\left|X_{c}(\boldsymbol{r})\right\rangle\left\langle X_{c}(\boldsymbol{r})\right| J^{\nu}(\boldsymbol{q})\left|B_{s}(\boldsymbol{p})\right\rangle \tag{1}
\end{equation*}
$$



Figure 2: Diagram of the four-point correlator. Two propagators used for the contraction are depicted in the picture. The black one, $G_{b}\left(x_{\mathrm{src}}, x_{1}\right)$ is a propagator for the $b$ quark from $x_{1}$ to $x_{\mathrm{src}}$. The green one, $\Sigma_{c b s}\left(x_{1}, x_{\mathrm{src}}\right)$, is a sequential propagator that propagates the $s$ quark from $x_{\text {src }}$ to $x_{\mathrm{snk}}$, the $b$ quark from $x_{\mathrm{snk}}$ to $x_{2}$ and the $c$ quark from $x_{2}$ to $x_{1}$.
and $L^{\mu \nu}$ is the leptonic tensor defined as

$$
\begin{equation*}
L^{\mu \nu}=p_{l}^{\mu} p_{v_{l}}^{v}+p_{l}^{v} p_{v_{l}}^{\mu}-g^{\mu v} p_{l} \cdot p_{v_{l}}-i \epsilon^{\mu \alpha v \beta} p_{l, \alpha} p_{v_{l}, \beta} \tag{2}
\end{equation*}
$$

The hadronic tensor contains all the non-perturbative QCD effects, whereas the leptonic tensor is analytically known and contains kinematical factors, in particular the four-momenta of the lepton $p_{l}$ and the neutrino $p_{v_{l}}$, with $q=p_{l}+p_{v_{l}}$. The sum $\sum_{X_{c}}\left|X_{c}(\boldsymbol{r})\right\rangle\left\langle X_{c}(\boldsymbol{r})\right|$ is over all hadronic intermediate states integrated over all possible momenta $\boldsymbol{r}$ using the Lorentz invariant phase space integral.

From the above expression we can integrate over the electron energy $E_{l}$ to obtain the total decay rate

$$
\begin{equation*}
\Gamma=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{24 \pi^{3}} \int_{0}^{\boldsymbol{q}_{\max }^{2}} \mathrm{~d} \boldsymbol{q}^{2} \sqrt{\boldsymbol{q}^{2}} \bar{X}\left(\boldsymbol{q}^{2}\right), \quad \bar{X}\left(\boldsymbol{q}^{2}\right) \equiv \int_{\omega_{\min }}^{\omega_{\max }} \mathrm{d} \omega k_{\mu \nu} W^{\mu \nu}, \tag{3}
\end{equation*}
$$

where $\omega$ is the energy of the state $X_{c}$ and $k_{\mu \nu}=k_{\mu \nu}(\boldsymbol{q}, \omega)$ are kinematics factors originating from the leptonic tensor. The sum over the indices $\mu, v$ is implicit. Considering that the $D_{s}$ meson is the lightest state of this process and imposing four-momentum conservation we get $\boldsymbol{q}_{\max }^{2}=\left(\frac{M_{B_{s}}^{2}-M_{D_{s}}^{2}}{2 M_{B_{s}}}\right)^{2}, \omega_{\min }=\sqrt{M_{D_{s}}^{2}+\boldsymbol{q}^{2}}$ and $\omega_{\max }=M_{B_{s}}-\sqrt{\boldsymbol{q}^{2}}$ for the limits of the integrals.

## 3. Inclusive decays on the lattice

In order to address the computation of the hadronic tensor

$$
W_{\mu v} \sim \frac{1}{2 E_{B_{s}}} \sum_{X_{c}}\left\langle B_{s}\right| J_{\mu}^{\dagger}\left|X_{c}\right\rangle\left\langle X_{c}\right| J_{v}\left|B_{s}\right\rangle,
$$

on the lattice we compute the four-point correlation function

$$
C_{\mu \nu}^{S J J S}\left(t_{\mathrm{snk}}, t_{2}, t_{1}, t_{\mathrm{src}}\right)=\sum_{\boldsymbol{x}_{\mathrm{snk}}} e^{-i \boldsymbol{p}_{\mathrm{snk}} \cdot\left(\boldsymbol{x}_{\mathrm{snk}}-\boldsymbol{x}_{\mathrm{src}}\right)}\left\langle T\left\{\mathcal{O}_{B_{s}}^{S}\left(x_{\mathrm{snk}}\right) \tilde{J}_{\mu}^{\dagger}\left(-\boldsymbol{q}, t_{2}\right) \tilde{J}_{\nu}\left(\boldsymbol{q}, t_{1}\right) O_{B_{s}}^{S \dagger}\left(x_{\mathrm{src}}\right)\right\}\right\rangle,
$$

where $O_{B_{s}}$ is an interpolating operator for the the $B_{s}$ meson, and $\tilde{J}_{v}$ is the weak current in momentum space corresponding to the $\bar{b} \rightarrow \bar{c}$ transition. The superscripts " $L$ " and " $S$ " refer to "local" and
"smeared" respectively. In particular, we smear the $B_{s}$ meson in order to improve the overlap with its ground state. The diagram of the four-point function is depicted in Figure 2. In order to remove the dependence on the $B_{s}$ mass in the exponential we divide the four-point correlator by two $B_{s}$ two-point correlators as

$$
\begin{equation*}
\frac{C^{S J J S}\left(t_{\mathrm{snk}}, t_{2}, t_{1}, t_{\mathrm{src}}\right)}{C^{S L}\left(t_{\mathrm{snk}}, t_{2}\right) C^{L S}\left(t_{1}, t_{\mathrm{src}}\right)} \quad \stackrel{\substack{t_{1}-t_{\mathrm{src}} \gg 1 \\ t_{\mathrm{snk}}-t_{2} \gg 1}}{\frac{\frac{1}{2 M_{B_{s}}}\left\langle B_{s}\right| \tilde{J}_{\mu}^{\dagger}\left(-\boldsymbol{q}, t_{2}\right) \tilde{J}_{v}\left(\boldsymbol{q}, t_{1}\right)\left|B_{s}\right\rangle}{\left.\frac{1}{2 M_{B_{s}}}\left|\langle 0| O_{B_{s}}^{L}\right| B_{s}\right\rangle\left.\right|^{2}} .} \tag{4}
\end{equation*}
$$

Multiplying the above ratio by the amplitude factor and shifting $t=t_{2}-t_{1}$ we define the key quantity

$$
\begin{aligned}
C_{\mu \nu}(\boldsymbol{q}, t) & \stackrel{t>0}{=} \sum_{\boldsymbol{x}} e^{i \boldsymbol{q} \cdot \boldsymbol{x}} \frac{1}{2 M_{B_{s}}}\left\langle B_{s}\right| J_{\mu}^{\dagger}(\boldsymbol{x}, t) e^{-\hat{H} t} J_{\nu}(\mathbf{0}, 0)\left|B_{s}\right\rangle \\
& =\frac{1}{2 M_{B_{s}}}\left\langle B_{s}\right| \tilde{J}_{\mu}^{\dagger}(-\boldsymbol{q}, 0) e^{-\hat{H} t} \tilde{J}_{v}(\boldsymbol{q}, 0)\left|B_{s}\right\rangle
\end{aligned}
$$

This is then the starting point to address the calculation of $\bar{X}\left(\boldsymbol{q}^{2}\right)$. Indeed, inserting $\delta(\hat{H}-\omega)$ and integrating over $\omega$ we get

$$
\begin{align*}
C_{\mu \nu}(\boldsymbol{q}, t) & =\int_{0}^{\infty} \mathrm{d} \omega \frac{1}{2 M_{B_{s}}}\left\langle B_{s}\right| \tilde{J}_{\mu}^{\dagger}(-\boldsymbol{q}, 0) \delta(\hat{H}-\omega) \tilde{J}_{\nu}(\boldsymbol{q}, 0)\left|B_{s}\right\rangle e^{-\omega t}  \tag{5}\\
& =\int_{0}^{\infty} \mathrm{d} \omega W_{\mu \nu}(\boldsymbol{q}, \omega) e^{-\omega t}
\end{align*}
$$

We immediately see from this representation that $W_{\mu \nu}$ is a sort of spectral function for the correlator $C_{\mu \nu}$, i.e.

$$
\begin{equation*}
W_{\mu \nu}(\boldsymbol{q}, \omega) \sim \sum_{X_{c}} \delta\left(\omega-E_{X_{c}}\right)\left\langle B_{s}\right| J_{\mu}^{\dagger}\left|X_{c}\right\rangle\left\langle X_{c}\right| J_{v}\left|B_{s}\right\rangle \tag{6}
\end{equation*}
$$

The determination of the hadronic tensor is then an ill-posed inverse problem, similar to the extraction of hadronic spectral densities from Euclidean correlators. However, we do not need to extract the hadronic tensor directly, as we are interested in the quantity $\bar{X}\left(\boldsymbol{q}^{2}\right)$ in (3). We try to address the calculation of the latter performing some trivial but crucial steps:

$$
\begin{equation*}
\bar{X}\left(\boldsymbol{q}^{2}\right)=\int_{\omega_{\min }}^{\omega_{\max }} \mathrm{d} \omega W^{\mu \nu} k_{\mu \nu}=\int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} k_{\mu \nu} \theta\left(\omega_{\max }-\omega\right)=\int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} K_{\mu \nu} \tag{7}
\end{equation*}
$$

where $0 \leq \omega_{0} \leq \omega_{\min }$ and $K_{\mu \nu}(\boldsymbol{q}, \omega)=k_{\mu \nu}(\boldsymbol{q}, \omega) \theta\left(\omega_{\max }-\omega\right)$ is the kernel operator. One has some freedom in choosing $\omega_{0}$ below the energy of the lowest energy state. This will be useful later in the analysis.

We now have to trade the unknown $\bar{X}\left(\boldsymbol{q}^{2}\right)$ with the lattice data $C_{\mu \nu}(t)$ : this is possible as long as the kernel function can be approximated with polynomials in $e^{-a \omega}$ (we will set $a=1$ for simplicity) as

$$
K_{\mu \nu}(\boldsymbol{q}, \omega) \simeq c_{\mu v, 0}+c_{\mu \nu, 1} e^{-\omega}+\cdots+c_{\mu \nu, N} e^{-N \omega}
$$

up to some maximum degree $N$. In this way we immediately see that

$$
\begin{align*}
\bar{X}\left(\boldsymbol{q}^{2}\right) & \simeq c_{\mu v, 0} \int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu}+c_{\mu v, 1} \int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu v} e^{-\omega}+\cdots+c_{\mu v, N} \int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu v} e^{-N \omega} \\
& =\sum_{j=0}^{N} c_{\mu v, j} C^{\mu v}(j) . \tag{8}
\end{align*}
$$

It is important to notice that each term on the right hand side now directly corresponds to a correlator at a certain Euclidean time separation, and the final analysis will then be limited by the available separations and the statistical noise of the data.

We have now reduced the problem of computing the inclusive decay rate to the one of finding a suitable polynomial expression for the kernel

$$
K_{\mu \nu}:\left[\omega_{0}, \infty\right) \rightarrow \mathbb{R}
$$

such that $K_{\mu \nu} \simeq \sum_{j}^{N} c_{\mu \nu, j} p_{j}(\omega)$, where $p_{j}(\omega)$ is a family of polynomials in $e^{-\omega}$. In order to work with a smooth function we trade the step function with a sigmoid

$$
\theta_{\sigma}(x)=\frac{1}{1+e^{-x / \sigma}},
$$

where $\sigma$ controls the sharpness of the step.
We now describe the two approaches followed in this work.

### 3.1 Chebyshev polynomials

The first approach is based on Chebyshev polynomials [9], as they give the best approximation in term of the $L_{\infty}$-norm. The standard Chebyshev polynomials are defined in

$$
T_{j}:[-1,1] \rightarrow[-1,1] \quad \forall j
$$

In this case, in order to match the domain of the target function, we consider a set of shifted Chebyshev polynomials in $e^{-\omega}$, that we indicate with $\tilde{T}_{j}(\omega)$. The kernel can now be approximated to some order $N$ as

$$
\begin{equation*}
K_{\mu \nu}=\sum_{j=0}^{N} c_{\mu \nu, j} \tilde{T}_{j}(\omega), \quad c_{\mu \nu, j}=\left\langle K_{\mu \nu}, \tilde{T}_{j}\right\rangle \tag{9}
\end{equation*}
$$

where the coefficients are found projecting the target function into the Chebyshev polynomial basis, thanks to their orthogonality property. The inner product $\langle\ldots\rangle$ is defined to respect the orthogonality.

### 3.2 Backus-Gilbert

A second option is given by a variation of the Backus-Gilbert method [10] as proposed in [11, 12]. As long as the polynomial approximation is concerned, the strategy of this method consists in minimising the $\mathrm{L}_{2}$-norm

$$
\begin{equation*}
A_{\mu \nu}[g]=\int_{\omega_{0}}^{\infty} \mathrm{d} \omega\left[K_{\mu \nu}(\boldsymbol{q}, \omega)-\sum_{j=1}^{N} g_{\mu \nu, j} e^{-j \omega}\right]^{2} \tag{10}
\end{equation*}
$$



Figure 3: Polynomial approximation of the kernel $K_{44}(\boldsymbol{q}, \omega)$, where " 4 " correspond to the time direction in Euclidean formulation. The plot on the left shows one of the smallest $\boldsymbol{q}^{2}=0.80 \mathrm{GeV}^{2}$, whereas the plot on the right shows one of the largest momentum $\boldsymbol{q}^{2}=4.77 \mathrm{GeV}^{2}$. The grey area corresponds to the kinematically allowed range $\omega_{\min } \leq \omega \leq \omega_{\max }$.
up to an order $N$. The coefficients are then easily found by variational principle requiring $\frac{\delta A_{\mu \nu}}{\delta g_{\mu \nu, j}}=0$.
The effect of the different approaches can be seen in Figure 3. The true kernel plotted with the blue solid line has a sigmoid with $\sigma=0.01$ and four different approximations are shown. In particular, there are two with Chebyshev and two with Backus-Gilbert, each of them starting the approximation either from $\omega_{0}=0$ or $\omega_{0}=0.9 \omega_{\min }$, as indicated also by the coloured dots in the plots. The different choice for the order $N$ of the polynomial approximation, $N=8$ for Chebyshev and $N=12$ for Backus-Gilbert, is due to the limitations of the two strategies. In particular, the determination of the Chebyshev is strongly affected by the noise of the data and the fitting procedure, whereas the Backus-Gilbert is limited by the number of available time slices, which depends on the choice of $t_{2}$ in the four-point correlation function. The plot should give an idea of the final quality of the approximation for this specific kernel. In particular, the one shown here is the one with the worst behaviour in terms of "sharpness" of the step. A complete analysis should eventually take into account different choices of a smooth step function $\theta_{\sigma}$ and should make use of an extrapolation $\sigma \rightarrow 0$ in order to converge to the true kernel.

## 4. Analysis strategies

So far we have pointed out how to compute $\bar{X}\left(\boldsymbol{q}^{2}\right)$ from the lattice correlators. However, at this stage this is a naive approach: if we were to try to compute the decay rate straight away the statistical errors would add up and lead to a very large error for the target quantity. We therefore need to devise some strategies to keep this under control in both approaches.

### 4.1 Chebyshev polynomials

For the Chebyshev polynomials, $\bar{X}\left(\boldsymbol{q}^{2}\right)$ would read

$$
\begin{equation*}
\bar{X}\left(\boldsymbol{q}^{2}\right) \simeq c_{\mu \nu, 0} \int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{0}(\omega)+c_{\mu \nu, 1} \int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{1}(\omega)+\cdots+c_{\mu \nu, N} \int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{N}(\omega) \tag{11}
\end{equation*}
$$

Using the polynomial representation of the Chebyshev, $\int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{j}(\omega)$ can be written as a linear combination of the correlator $C^{\mu \nu}(t)$ with $t=0,1, \ldots, j$. Conversely, $C^{\mu \nu}(t)$ can be written as a linear combination of $\int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{j}(\omega)$ with $j=0,1, \ldots, t$.

We can then exploit the fact that the Chebyshev polynomials are bounded [13], $\left|\tilde{T}_{j}(\omega)\right| \leq 1$, and redefine

$$
\begin{equation*}
\int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{j}(\omega) \rightarrow \tilde{T}_{j}^{\mu \nu} \equiv \frac{\int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{j}(\omega)}{\int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{0}(\omega)}, \quad\left|\tilde{T}_{j}^{\mu \nu}\right| \leq 1 \tag{12}
\end{equation*}
$$

We can now extract $\tilde{T}_{j}^{\mu \nu}$ from a fit with constraints to the data, where $\left|\tilde{T}_{j}(\omega)\right| \leq 1$ is implemented in terms of an augmented $\chi^{2}$. After this, the final quantity can be calculated as

$$
\begin{equation*}
\bar{X}\left(\boldsymbol{q}^{2}\right)=\sum_{j=0}^{N} c_{\mu \nu, j} \tilde{T}_{j}^{\mu \nu} \int_{\omega_{0}}^{\infty} \mathrm{d} \omega W^{\mu \nu} \tilde{T}_{0}(\omega) . \tag{13}
\end{equation*}
$$

### 4.2 Backus-Gilbert

The modified version of the Backus-Gilbert [11, 12] already includes a way to control statistical and systematics errors. In particular, the idea is to consider an extra term on top of the one in Section 3.2, i.e. a functional $B_{\mu \nu}[g]$ defined as

$$
\begin{equation*}
B_{\mu \nu}[g]=\sum_{i, j=1}^{N} g_{\mu \nu, i} \operatorname{Cov}\left[C_{\mu \nu}(i), C_{\mu \nu}(j)\right] g_{\mu \nu, j} \tag{14}
\end{equation*}
$$

which contains information about the data, hence the statistical error. The final functional to be considered is then

$$
\begin{equation*}
W_{\mu v, \lambda}[g]=(1-\lambda) \frac{A_{\mu \nu}[g]}{A_{\mu \nu}[0]}+\lambda \frac{B_{\mu \nu}[g]}{C_{\mu \nu}^{2}(0)}, \tag{15}
\end{equation*}
$$

where $\lambda$ is a parameter that controls the interplay between the systematic $\left(A_{\mu \nu}[g]\right)$ and statistical ( $B_{\mu \nu}[g]$ ) error. The two terms are normalised in order to be of the same order of magnitude, such that their contribution can be weighted accordingly with the factor $\lambda$.

## 5. Numerical setup

We perform a pilot study using a $24^{3} \times 64$ lattice with $2+1$-flavor domain-wall fermion (DWF) Iwasaki gauge field ensembles from RBC/UKQCD [14] with lattice spacing $a \simeq 0.11 \mathrm{fm}$ and pion mass $M_{\pi} \simeq 330 \mathrm{MeV}$. All the data have been generated with Grid [15, 16] and Hadrons [17] software packages. Part of the fits in the analysis has been performed using lsqfit [18].

The numerical parameters we use have been taken from the corresponding exclusive project from RBC/UKQCD [19-21]. The strange quark is simulated using DWF [22, 23], whereas the charm quark is simulated by using the Möbius DWF action [24, 25]. Their masses are tuned such that the final hadrons have masses close to the physical ones. The bottom quark has been simulated using the Columbia formulation of the relativistic heavy quark (RHQ) action [7, 8], which is based on the Fermilab heavy quark action [6]. In particular, this formulation allows to reduce the


Figure 4: The left plot shows the estimate of $\bar{X}\left(\boldsymbol{q}^{2}\right)$ with the two different strategies for 8 different $\boldsymbol{q}^{2}$. The right plot shows the same data on the left multiplied by $\sqrt{\boldsymbol{q}^{2}}$. The curves with error bands are determined through a a polynomial fit to interpolate the points and the area below the curves is directly proportional to the $\Gamma /\left|V_{c b}\right|^{2}$.
$b$ quark discretisation effects of order $O\left(\left(m_{0} a\right)^{n}\right), O\left((p a)\right.$ and $O\left((\boldsymbol{p} a)\left(m_{0} a\right)^{n}\right)$ by tuning three non-perturbative parameters, one of this being the bare mass $m_{0}$.

For the computation we average over 60 different gauge configurations and the measurements are performed on 4 different source planes linearly spaced. We use $\mathbb{Z}_{2}$ sources to improve the signal. We induce 8 different momenta in the four-point functions using twisted boundary conditions $[26,27]$ with same momentum in all the three directions. Considering $\boldsymbol{q}=\frac{2 \pi}{L} \boldsymbol{n}$ in lattice units we have $\boldsymbol{n}=\left(n_{x}, n_{y}, n_{z}\right) \equiv(\theta, \theta, \theta)$, where $\theta$ indicates the twist. We choose them such that all the momenta are linearly spaced in $\boldsymbol{q}^{2}$ and in particular $\theta_{k}=1.90 \sqrt{\frac{k}{3}}$, where the factor 1.90 is determined by the value of $\boldsymbol{q}_{\max }^{2}$ on the given ensemble.

## 6. Results

We now summarise the main results of this pilot study. In Figure 4 we show the result of $\bar{X}\left(\boldsymbol{q}^{2}\right)$ at different $\boldsymbol{q}^{2}$. The four data points on each $\boldsymbol{q}^{2}$ correspond, as before, to the possible combinations of Chebyshev and Backus-Gilbert with either $\omega_{0}=0$ or $\omega_{0}=0.9 \omega_{\text {min }}$. We can immediately see that all the points agree with each other in the full range. However, at higher $\boldsymbol{q}^{2}$ we note larger deviations; this is likely due to the greater difference in the approximation as the kinematic range in $\omega$ shrinks, as shown in Figure 3.

The plot on the right shows $\sqrt{\boldsymbol{q}^{2}} \bar{X}\left(\boldsymbol{q}^{2}\right)$ and the area below the curves is directly proportional to the decay rate $\Gamma /\left|V_{c b}\right|^{2}$. Since this is a purely qualitative study, we do not quote any number for the final decay rate. However, the value we obtain is in the right ballpark if compared with the $B$ meson decay rate assuming $S U(3)$ flavour symmetry. The final statistical error, at this preliminary stage, is of order $10 \%$ and all four values are in agreement within one standard deviation.

## 7. Summary and outlook

In this work we have shown that there are promising prospects for the study of inclusive decays on the lattice. At this stage, our study is qualitative and focuses on setting the basis for a solid
analysis to tackle the inverse problem arising in such processes. In particular, we compared two different approaches, i.e. Chebyshev polynomials and Backus-Gilbert, and showed that their results are compatible within errors. A key aspect of our setup is also the choice of the $b$ quark, which is simulated at its physical mass through the RHQ action. This overcomes some of the issues that appear in [5,28] and allows us to get a better idea on the outcome, since the numerical results should be in the right ballpark with respect the experimental data currently available.

Further improvements can be made in the analysis by developing new strategies to address illposed inverse problems, starting from e.g. [12,13]. The systematics associated with the polynomial approximation also need to be taken into account properly. Moreover, finite volume effects have been ignored so far and a careful check to justify this assumption is required.

Once everything is in place it will be possible to plan for a full study on both $B_{s}$ and $B$, using multiple ensembles and taking into account the discretisation errors coming from the lattice, finite volume effects and continuum limit.
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