## Two－loop five－particle scattering amplitudes

Simone Zoia ${ }^{a, *}$<br>${ }^{a}$ CERN，Theoretical Physics Department，CH－1211 Geneva 23，Switzerland<br>E－mail：simone．zoia＠cern．ch

I discuss the recent advances in the computation of two－loop scattering amplitudes for five－particle processes．The latter are fundamental ingredients to obtain predictions at the next－to－next－to－ leading order（NNLO）in QCD for many interesting LHC processes．I discuss the state－of－the－art technology for computing scattering amplitudes analytically，and present new results relevant for the LHC phenomenology．

## CERN－TH－2023－185

16th International Symposium on Radiative Corrections：Applications of Quantum Field Theory to Phenomenology（RADCOR2023）
28th May－2nd June， 2023
Crieff，Scotland，UK

[^0]
## 1. Introduction

Improvements in systematic uncertainties and the increasingly large amount of data collected at the Large Hadron Collider (LHC) mean that measurements at the percent-level precision will soon be available for a wide class of observables. Exploiting fully this wealth of data requires that we keep the theoretical uncertainties in line with the experimental ones. This is a multi-faceted challenge which requires improvements on all levels of theoretical predictions. One crucial step to this end is the computation of fixed-order predictions at least at the Next-to-Next-to-Leading Order (NNLO) in QCD. This is particularly challenging for processes involving many physical scales, which are however of great interest since the high energy of the interactions at the LHC can lead to the production of many particles.

The current frontier for multi-particle NNLO predictions are $2 \rightarrow 3$ processes. The main bottleneck is the computation of the two-loop five-particle scattering amplitudes required for the double-virtual corrections. Over the last years we have seen important progress in this direction, building upon the campaign which mastered the $2 \rightarrow 2$ processes and a deepened understanding of the polylogarithmic special functions appearing in the amplitudes. In the case of fully massless final states, all partonic processes needed for three-jet (in the leading colour approximation) [1, 2], three-photon [3-6], di-photon + jet [7, 8], and photon + di-jet [9] production at the LHC have been computed. More recently, several leading-colour amplitudes involving an external massive vector boson [10-15] have also become available, and the first steps have been taken for processes with internal massive propagators [16, 17] (see Matteo Becchetti's talk [18]). Remarkably, for most of these $2 \rightarrow 3$ processes, theoretical predictions at NNLO in QCD followed within months from the computation of the two-loop amplitudes $[3,9,15,19-26]$. On the one hand, this shows that the availability of the two-loop amplitudes is indeed the bottleneck for such computations. On the other hand, this proves that the analytic expressions obtained for them meet the high demands of phenomenology in terms of stability and efficiency of the numerical evaluation.

In order to understand what kind of difficulties need to be overcome, it is instructive to have a look at how the analytic expression of a loop amplitude looks like. It is a function of the particles' momenta, ${ }^{1}$ which we denote by $p$, with the following general structure,

$$
\begin{equation*}
\mathcal{A}(p)=\sum_{i} c_{i}(p) \times f_{i}(p) \tag{1}
\end{equation*}
$$

where $f_{i}(p)$ are special functions, i.e. functions with branch cuts such as logarithms and polylogarithms, and $c_{i}(p)$ are rational coefficients. This separation allows us to distinguish two types of complexity: algebraic and analytic. The algebraic complexity affects the rational coefficients: while they are simple from the analytic point of view, their expressions can be exceedingly large. To give an idea, in the massless five-particle processes they are functions of five independent variables and, written as ratios of polynomials, their maximum polynomial degree can exceed 100. Manipulating these coefficients symbolically is thus difficult from the computational point of view. For the special functions the difficulty is not only computational, but also conceptual. Understanding what class of special functions is relevant for a given amplitude is often challenging, and evaluating them even at a single phase-space point may be problematic due to their intricate branch-cut structure. Developing

[^1]the mathematical technology to bring under control this analytic complexity is thus imperative in order to obtain analytic results that can be used for phenomenology.

For the fully massless five-particle processes and for the five-particle processes with a single external massive particle, the problem of the analytic complexity is completely solved at two-loop order. The solution consists in representing the appearing Feynman integrals in terms of bases of algebraically independent special functions, called pentagon functions [27-31], which allow for a compact analytic form as well as a stable and efficient numerical evaluation. Dmitry Chicherin discusses thoroughly this topic in his talk [32].

In my talk, I focus on the techniques we developed to tame the algebraic complexity, and use as concrete example the two-loop amplitudes required for the NNLO QCD corrections to isolated photon production in association with two jets in hadron collisions [9].

## 2. Amplitude workflow

In this section I present a workflow for computing scattering amplitudes analytically based on finite-field arithmetic [33, 34]. It was developed in a long series of works by a multitude of authors including myself, and has proven efficient throughout a wide range of cutting-edge applications [9, 10, 12-16, 34-40]. I will give here a brief and general overview of the method, considering the computation of a partial helicity amplitude in general. ${ }^{2}$ I refer the readers who are not familiar with the modern on-shell methods for scattering amplitudes to refs. [41-43].

The starting point is the expression of the chosen helicity amplitude $A$ in terms of Feynman diagrams, which we generate using QGRAF [44]. It is a function of a certain set of independent kinematic variables, which we label cumulatively by $\vec{x}$, and of the dimensional regulator $\epsilon=$ $(4-D) / 2$, where $D$ is the number of space-time dimensions. We use a momentum-twistor parametrisation for the kinematics [45, 46], which allows us to represent also the helicity spinors and rationalises certain square roots that appear in the kinematics of more than four particles. We process the Feynman-diagram expression to extract the chosen partial amplitude, and rewrite it as a linear combination of rational coefficients $c_{i}$ and scalar Feynman integrals $I_{i}$,

$$
\begin{equation*}
A(\vec{x}, \epsilon)=\sum_{i} c_{i}(\vec{x}, \epsilon) I_{i}(\vec{x}, \epsilon) . \tag{2}
\end{equation*}
$$

The scalar Feynman integrals satisfy linear relations, for instance the integration-by-parts identities (IBPs) [47, 48]. Only a subset of them, called master integrals (MIs), are linearly independent. The next step is then to rewrite all integrals in terms of MIs, which I denote by $G_{j}$ :

$$
\begin{equation*}
I_{i}(\vec{x}, \epsilon)=\sum_{j} W_{i j}(\vec{x}, \epsilon) G_{j}(\vec{x}, \epsilon) \tag{3}
\end{equation*}
$$

This task is in principle straightforward using Laporta's algorithm [49]. It amounts to the generation and solution of a large set of linear relations among the scalar integrals. Using eq. (3) we can then express the amplitude in terms of MIs:

$$
\begin{equation*}
A(\vec{x}, \epsilon)=\sum_{i} d_{i}(\vec{x}, \epsilon) G_{i}(\vec{x}, \epsilon) \tag{4}
\end{equation*}
$$

[^2]In practice, however, these steps suffer from a common plague of symbolic computations: intermediate expression swell. While the input (the Feynman diagrams) and the final result for the amplitude are comparatively compact - in particular the latter, as it is constrained by many physical properties - the intermediate expressions grow to the point of hindering the computation.

Two simple but crucial insights allow us to overcome this issue. First, we do not need to know analytically the intermediate expressions, such as the coefficients $W_{i j}$ in eq. (3); we only care about the final result, the amplitude. Second, the rational coefficients collapse to numbers once they are evaluated numerically, deflating the expression swell. Leveraging these two points, ref. [34] pioneered an approach which trades the symbolic manipulation of the rational functions for numerical evaluations over finite fields - that is, using integers modulo a (large) prime number throughout the entire computation. Using finite fields allows us to avoid the loss of accuracy inherent to floating-point numbers, as well as the computationally expensive arbitrary-precision arithmetic required to work with exact rational numbers. The analytic expression can then be recovered from sufficiently many numerical samples using multivariate functional reconstruction algorithms.

Our entire workflow therefore becomes a "black box" which, for given values of the kinematic variables $\vec{x}$ and of $\epsilon$, returns the values of the coefficients of the MIs $d_{i}$ in eq. (4), performing all computations numerically over finite fields. To this end, we use the multi-purpose Mathematica/C++ framework FiniteFlow [38]. In principle we could now reconstruct the analytic expression of the MI coefficients $d_{i}$ by evaluating the black box sufficiently many times. The number of numerical samples depends on the complexity of the rational functions which need to be reconstructed. In order to make the most of the finite-field approach, therefore, one should reconstruct something that is as simple as possible. To this end, we also Laurent-expand around $\epsilon=0$ the coefficients $d_{i}(\vec{x}, \epsilon)$ and the MIs $G_{i}(\vec{x}, \epsilon)$, truncating the expansion at the required order. While the expansion of the coefficients can be performed within the finite-field setup, expanding the MIs requires having analytic expressions in terms of special functions for them.

The analytic computation of the MIs is typically the most difficult step. As we are here focusing on the problem of the algebraic complexity, I will assume that analytic expressions for the MIs are available, and refer to Dmitry Chicherin's talk [32] for a discussion of this issue. For our purposes, it suffices to mention two important aspects. First, in order to completely separate the algebraic from the analytic complexity, and the rational coefficients from the special functions in the amplitudes, the MIs must be chosen so that they satisfy differential equations in the canonical form [50] (see refs. [43, 51] for an introduction to this concept). In practice, this means that the MIs are given - order by order in $\epsilon$ - by polynomials in the special functions (and transcendental constants) with constant rational coefficients. A toy example for a Feynman integral of this form with a single kinematic variable $z$ would look like

$$
\begin{equation*}
G_{j}(z, \epsilon) \approx 1+\epsilon(\log (z)-\mathrm{i} \pi)+\epsilon^{2}\left(\operatorname{Li}_{2}(z)+\log ^{2}(z)+\frac{\pi^{2}}{6}\right)+O\left(\epsilon^{3}\right) \tag{5}
\end{equation*}
$$

where $\mathrm{Li}_{2}$ is the dilogarithm. The second important aspect for our purposes is that special functions satisfy functional identities. A simple example is given by the dilogarithm's inversion formula,

$$
\begin{equation*}
\mathrm{Li}_{2}(z)+\frac{1}{2} \log ^{2}(-z)+\mathrm{Li}_{2}\left(\frac{1}{z}\right)+\frac{\pi^{2}}{6}=0, \tag{6}
\end{equation*}
$$

for $z<0$. Unlike the rational coefficients, the special functions are treated symbolically, and the identities among them must be known exactly in order to reconstruct a final result that is as simple as possible. This is why it is important that we express the MIs in terms of a basis ${ }^{3}$ of algebraically independent special functions. This gives a unique representation for all MIs and the amplitude where all cancellations and simplifications due to the special functions are built in.

Denoting the list of special functions which form a basis by $\vec{f}(\vec{x})$, our final expression for the helicity partial amplitude has the form

$$
\begin{equation*}
A(\vec{x}, \epsilon)=\sum_{w=-2 L}^{w_{\max }} \epsilon^{w} \sum_{i} e_{i}^{(w)}(\vec{x}) \operatorname{mon}_{i}[\vec{f}(\vec{x})] \tag{7}
\end{equation*}
$$

where $w_{\max }$ depends on the intended application of our results, and $\operatorname{mon}_{i}[\vec{f}(\vec{x})]$ are monomials in the special functions. We may now evaluate the rational coefficients $e_{i}^{(w)}(\vec{x})$ over finite fields, and reconstruct their analytic expression using FiniteFlow's functional reconstruction algorithms. While evaluating the coefficients at a single phase-space point $\vec{x}$ is typically feasible, evaluating them sufficiently many times for the reconstruction to succeed can still be prohibitive. In section 3 I will discuss a number of strategies which allow us to leverage our physical understanding of the analytic structure of the amplitudes to optimise substantially the reconstruction.

## 3. Functional reconstruction strategy

In this section I review a number of techniques to optimise the functional reconstruction of a set of rational coefficients $\left\{r_{i}(\vec{x})\right\}$ from their numerical values over finite fields. A proxy for the difficulty of this problem is given by the total time it takes to collect the samples required for the reconstruction. ${ }^{4}$ This can be estimated as

$$
\begin{equation*}
\text { total evaluation time } \approx \frac{\text { evaluation time of one point } \times \# \text { points }}{\# \text { CPUs }} \tag{8}
\end{equation*}
$$

Each of the factors on the right-hand side offers a different line of attack.
First of all, the evaluations can be parallelised, which is why the total reconstruction time is inversely proportional to the number of available CPUs. The availability of computing resources is thus a crucial factor in this game.

The evaluation time of the coefficients at one random point in the finite field is mainly affected by the evaluation of the solution to the IBPs. The traditional way to generate the IBPs introduces integrals which have higher propagator powers with respect to those appearing in the amplitudes. These "spurious" integrals increase considerably both the size and the number of variables of the linear system of equations we need to solve to perform the reduction of the amplitudes. This makes the evaluation of the solution over finite fields slower, and increases the memory load, this way reducing the number of CPUs which can be used in parallel on a single machine. To overcome these issues, we generated relations among integrals without higher propagator powers [52-54]. We made use of the Baikov parameterisation of Feynman integrals [55, 56], where IBP relations

[^3]typically contain both higher propagator powers and dimensionally-shifted integrals. We derived equations without dimensionally-shifted integrals as closed-form solutions to polynomial equations called syzygy equations [57]. Next, we put these solutions into a sparse matrix, and eliminated the higher propagator powers through Gaussian elimination [58]. We then reconstructed new template equations using FiniteFlow's sparse solver and, from them, generated a substantially smaller system of equations. This final system of equations is fed into our finite-field workflow, where we solve it on the fly using the traditional Laporta algorithm [49] to reduce the amplitudes onto MIs.

Finally, reducing the number of sample points required for the reconstruction is where we can leverage the most our physical understanding of the analytic structure of scattering amplitudes. This number is strictly related to the complexity of the rational coefficients to be reconstructed: the higher are the numerator/denominator polynomial degrees of the coefficients, the more points are necessary. We must therefore reduce the complexity of the coefficients which need to be reconstructed. We employ a multi-step strategy, discussed thoroughly in ref. [59].

Step 1: We fit the linear relations among the $\left\{r_{i}(\vec{x})\right\}$, i.e. we find the $c_{i} \in \mathbb{Q}$ such that

$$
\begin{equation*}
\sum_{i} c_{i} r_{i}(\vec{x})=0 \quad \forall \vec{x} . \tag{9}
\end{equation*}
$$

The fit requires a number of evaluations of the coefficients equal to the number of linearly independent coefficients plus a few extra evaluations for checks. This is typically considerably smaller than the number of evaluations required to reconstruct the rational coefficients. We then solve the obtained linear relations so as to express the more complicated coefficients in terms of simpler ones. Only the latter then need to be reconstructed.

Step 2: The denominators of the coefficients are intimately related to the singularities of the amplitudes and of the Feynman integrals, which are well understood. We can thus make the ansatz

$$
\begin{equation*}
r_{i}(\vec{x})=\frac{\operatorname{num}_{i}(\vec{x})}{\prod_{j} W_{j}(\vec{x})^{q_{i j}}}, \quad q_{i j} \in \mathbb{Z} \tag{10}
\end{equation*}
$$

where $\operatorname{num}_{i}(\vec{x})$ is a polynomial, and the possible factors $W_{j}(\vec{x})$ are known from the computation of the Feynman integrals (the letters of the pentagon alphabet [60]). ${ }^{5}$ We determine the integers $q_{i j}$ by reconstructing the coefficients analytically on a random univariate phase-space slice [61], which is much cheaper than the full multivariate reconstruction. From the reconstruction on the univariate slice we can also determine the degrees of the numerators, which remain to be reconstructed.

Step 3: We perform a univariate partial fraction decomposition of the coefficients $r_{i}(\vec{x})$ with respect to one of the variables on the fly. In other words, we make an ansatz for the decomposition, and reconstruct the coefficients of the ansatz by solving a fit. The variable for the univariate partial fraction decomposition is chosen so as to minimise the degrees of the coefficients of the ansatz, which depend on one less variable. For example, consider the following rational function:

$$
\begin{equation*}
r(x, y)=\frac{-2 x^{4}-4 x^{3} y+5 x^{2} y^{2}-x y^{3}+4 y^{4}}{(x-y) y^{2}\left(x^{2}+y^{2}\right)} \tag{11}
\end{equation*}
$$

Its partial fraction decomposition with respect to $y$ is given by

$$
\begin{equation*}
r(x, y)=-\frac{2 x}{y^{2}}-\frac{6}{y}+\frac{1}{x-y}+\frac{3 y}{x^{2}+y^{2}} \tag{12}
\end{equation*}
$$

[^4]We then make the following ansatz for the partial fraction decomposition of $r(x, y)$,

$$
\begin{equation*}
r(x, y)=\frac{q_{1}(x)}{y^{2}}+\frac{q_{2}(x)}{y}+\frac{q_{3}(x)}{x-y}+\frac{q_{4}(x)+q_{5}(x) y}{x^{2}+y^{2}} \tag{13}
\end{equation*}
$$

and reconstruct the coefficients $q_{i}(x)$ from the numerical evaluations of the original function $r(x, y)$. By comparing eqs. (12) and (13) we see that

$$
\begin{equation*}
q_{1}(x)=-2 x, \quad q_{2}(x)=-6, \quad q_{3}(x)=1, \quad q_{4}(x)=0, \quad q_{5}(x)=3 . \tag{14}
\end{equation*}
$$

As a result, the coefficients of the ansatz have maximum numerator|denominator degrees $1 \mid 0$ in one variable. This is to be contrasted with the degrees $4 \mid 5$ in two variables of the expression with a common denominator in eq. (11). Constructing the ansatz in eq. (13) requires the knowledge of the denominator and of the degree in $y$ of the numerator of $r(x, y)$. The former is known from the previous step, and the latter can be determined by reconstructing $r(x, y)$ on a univariate slice where we vary $y$ and keep $x$ constant.

Step 4: We carry out another factor-matching (step 2), this time on the coefficients of the ansätze for the partial fraction decompositions (the $q_{i}(x)$ 's in eq. (13) for the toy example above). We enlarge the list of factors $W_{i}(\vec{x})$ in the ansatz (10) to include also the spurious factors introduced by the univariate partial fraction decomposition in the previous step.

Finally, we multiply away all factors which have been determined, and reconstruct what remains using FiniteFlow's built-in functional reconstruction algorithms. In the most complicated cases, the evaluation of the coefficients in just one prime field is not sufficient to lift all constants from the finite field to the field of rational numbers. In such cases, it is necessary to combine the reconstructions over multiple prime fields using the Chinese remainder theorem. A thorough discussion of finite field methods in the context of scattering amplitudes can be found in ref. [38].

I conclude by showcasing the effectiveness of this strategy in the recent computation of the two-loop helicity amplitudes required for the double-virtual NNLO QCD corrections to isolated photon production in association with two jets at the LHC [9]. The most complicated partonic channel is the 2-quark-2-gluon channel $(0 \rightarrow \bar{q} q g g \gamma)$. The amplitudes for this process depend on 5 independent variables. We set one to 1 throughout the computation, and recover it at the end from dimensional analysis. We decompose each helicity amplitude into various partial amplitudes based on the colour dependence, the number of closed fermion loops, and what the photon couples to. The reduction of the polynomial degrees at each step of the reconstruction is shown in table 1 for the most complicated partial amplitudes. As can be seen, the maximum polynomial degree goes down from 94 in 4 variables to 22 in 3 variables thanks to our reconstruction strategy, leading to a substantial drop in the number of sample points required to complete the reconstruction.

## 4. Conclusions

In this talk I presented an approach to compute scattering amplitudes analytically which replaces the symbolic manipulations of the intermediate expressions with numerical evaluations in a finite field, this way sidestepping the plague of intermediate expression swell. In particular, I discussed a number of strategies which leverage our understanding of the analytic structure of

|  |  | 4 variables |  |  | 3 variables |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| amplitude | helicity | common denominator | step 1 | step 2 | step 3 | step 4 |
| $A_{34 ; q}^{(2), 1}$ | -++-+ | $94 \mid 91$ | $74 \mid 71$ | $74 \mid 0$ | $22 \mid 18$ | $22 \mid 0$ |
| $A_{34, q}^{(2), 1}$ | -+-++ | $93 \mid 89$ | $90 \mid 86$ | $90 \mid 0$ | $24 \mid 14$ | $18 \mid 0$ |
| $A_{34 ; q}^{(2), N_{c}^{2}}$ | -+-++ | $58 \mid 55$ | $54 \mid 51$ | $53 \mid 0$ | $20 \mid 16$ | $20 \mid 0$ |

Table 1: Highest numerator|denominator degrees of the rational coefficients of the two most complicated $0 \rightarrow \bar{q} q g g \gamma$ two-loop partial amplitudes $A^{(2)}$. The superscripts denote the relevant power of $N_{c}$, while the subscripts give further information about the partial amplitude (see ref. [9]). The last row shows the most complicated leading-colour partial amplitude for comparison.
scattering amplitudes to optimise the functional reconstruction of the result from the numerical samples in the finite field. This approach is well suited for the computation of high-multiplicity amplitudes. Indeed, finite field methods such as the ones I presented underly the recent progress in the computation of two-loop five-particle scattering amplitudes in QCD. The computation of the latter is one of the main bottleneck towards obtaining NNLO QCD predictions for $2 \rightarrow 3$ processes, which are in high demand for the LHC programme.

As an example, I showcased the effectiveness of our approach in the computation of the fullcolour two-loop five-particle amplitudes required for the NNLO QCD corrections to isolated photon production in association with two jets at the LHC [9]. This work marked two important milestones. First, it completed the study at NNLO in QCD of all $2 \rightarrow 3$ processes of interest for the LHC whose amplitudes involve massless particles only. Second, it was the first calculation of a $2 \rightarrow 3$ hadroncollider process at NNLO in QCD that did not rely on the leading-colour approximation. I refer to Michał Czakon's talk [62] for a discussion of the phenomenology of this process.
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[^0]:    ＊Speaker

[^1]:    ${ }^{1}$ For simplicity we here neglect the dependence on the space-time dimension $D$.

[^2]:    ${ }^{2}$ This methodology can be similarly applied to the computation of any quantity involving Feynman integrals.

[^3]:    ${ }^{3}$ Strictly speaking, we should talk of a generating set rather than a basis.
    ${ }^{4}$ The time required to perform the actual reconstruction from the numerical samples is negligible.

[^4]:    ${ }^{5}$ Spinor factors $(\langle i j\rangle,[i j])$ also need to be included in the ansatz to compute objects with non-trivial helicity scaling.

