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In this talk, we review a loop-by-loop approach used to generate differential equations for multiscale (dual) Feynman integrals. We illustrate the method on a well-established example: the unequal mass elliptic sunrise.

## RADCOR2023

28th May - 2nd June, 2023
Crieff, Scotland, UK

[^0]

Figure 1: Examples of graphs in which one (or more) elliptic curves is (are) lurking. These include selfenergy kite integrals, electro-weak form-factors and Bhabha scatterings.

## 1. Introduction

It is a long-standing fact, reminiscent of the golden age of string theory, that (hyper-)elliptic curves and Calabi-Yau manifolds play a central role in various corners of mathematics and physics. Over the past few decades, a heroic effort has been made by various authors to demonstrate this in the context of particle physics (see [1-8] and references therein.) In this context, Feynman diagrams are used to compute scattering amplitudes, which yields observables such as cross-sections measurable in collider experiments or waveforms detected in gravitational wave observatories.

For diagrams with loops, the corresponding Feynman integrals over the off-shell loop momenta determine the probabilities of various particle interactions. Beyond the 1-loop level, Feynman integrals depending on multiple kinematic scales (like energies, angles, and masses) often involve complex underlying geometric structures. Fig. 1 shows a few phenomenologically relevant 2loop examples that involve one or more elliptic curves. As our understanding of these integrals deepened, it became evident that many could be totally understood and even evaluated through inherent properties of these rich geometries.

An effective approach employed to accomplish this is the method of differential equations. However, a significant hurdle in using this approach is the path to a so-called canonical basis. Such a basis, denoted by $\vec{I}$, satisfies a differential equation that we can solve order-by-order in the dimensional regularization parameter $\varepsilon \in \mathbb{C}$ [9]. It typically takes the following form:

$$
\begin{equation*}
\mathrm{d} \vec{I}=\varepsilon \boldsymbol{\Omega} \cdot \vec{I}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{\Omega}$ is a matrix of kinematic one forms independent of $\varepsilon$. For many integrals (e.g., those without internal masses), a canonical basis is systematically obtained normalizing by leading singularities (in the polylogarightmic case, one can think of leading singularities simply as maximal residues or as powers of Gram determinants in the external kinematics.)

As soon as we turn on some internal masses, the story often changes. Here, we argue that this is because the precise definition of leading singularities in some of these examples is somewhat blurry (i.e., not uniquely defined), and so are "systematic methods" used to achieve a canonical form. In that sense, one of the most pressing problems in this program is how to construct such a basis $\vec{I}$ from first principles, i.e., without relying too heavily on $a d-h o c$ ansatz-based techniques. Interesting progress on this issue was made recently in [10].

While we do not claim to solve this problem fully, we believe that we can make significant progress using a concise set of analytical tools: unitarity and geometry. These tools are intrinsically integrated into the dual forms framework of [11, 12]. For this reason, dual forms seems to be the appropriate objects to leverage the intuitive, yet subtle, notion that a multi-loop problem is simply a bunch of coupled 1 -loop problems [13]. Furthermore, when working with elliptic

Feynman integrals, it is to our advantage to foreground a key symmetry: the modular symmetry. When combined into one toolbox, the above provides streamlined instructions to break down the construction of a canonical basis into a minimal sequence of algebraic steps. Below, we will demonstrate this approach using a proof-of-concept example: the unequal mass elliptic sunrise.

## 2. From Feynman integrals to the dual paradigm

To set the stage, let us revisit the definition of Feynman integrals within dimensional regularization. At the most basic level, these are the integrals we obtain by applying Feynman rules on loop diagrams. However, as is the case with any other function, there isn't a unique way to represent it as an integral. Over the years, various representations have been introduced, each tailored for a specific purpose (for an extensive pedagogical account, see [14].) Most representations take the form of twisted periods:

$$
\begin{equation*}
I=\int_{X} u \phi, \tag{2}
\end{equation*}
$$

where the twist $u$ typically represents a multi-valued function through its dependence on the (noninteger) spacetime dimension. Meanwhile, $X$ denotes an integration domain that incorporates the Feynman $i 0$ prescription. Both $u$ and $X$ are common to all Feynman integrals in a given family, whereas the algebraic differential $n$-form $\phi$ is not shared among all integrals, and its form depends on the propagator structure of each graph. Thus, the purpose behind expressing Feynman integrals as shown in (2) is to highlight the distinction between quantities such as $u$ and $X$ that are universal to a family of integrals, and those tied to a particular diagram such as $\phi$.

An important property of Feynman integrals is that they can consistently be represented as a finite combination of simpler integrals [15]. This finite collection of integrals is commonly referred to as the set of master integrals. It follows that any family of Feynman integrals forms a vector space. This vector space also possesses the additional property of being closed under differentiation with respect to the kinematic variables [16].

Now, one can invoke a standard fact from linear algebra: for any given finite-dimensional vector space, there exists a dual vector space, from which the original space can be studied. Our next objective is to understand how the dual space for Feynman integrals is defined and its practical use in computations.

Dual forms In the most direct manner, the integrand $\check{\phi}$ dual to the Feynman integrand $\phi$ (as given in (2)) is defined such that the intersection paring:

$$
\begin{equation*}
\langle\check{\phi} \mid \phi\rangle \propto \int_{\Gamma}(\check{u} \times u) \check{\phi} \wedge \phi, \tag{3}
\end{equation*}
$$

makes sense. ${ }^{1}$ Here, $\Gamma \equiv \mathbb{C}^{n} \backslash\{u=0\} \cup\{$ propagators $=0\}$ and $\left.\breve{u} \equiv u\right|_{\varepsilon \rightarrow-\varepsilon}$ denotes the dual twist.
Let us unpack this further. For the intersection number (3) to be meaningful, it must be unique. This uniqueness requires that the product of the dual twist and the twist is an algebraic function (not necessarily one!) Furthermore, we need this unique number to be finite. This condition is met when the zeros of the dual form are paired with the poles of the Feynman integrands, which are the propagators. In other words, $\check{\phi}$ is supported only away from $\phi$ 's unregulated (non-twisted) poles.

[^1]In practice, we implement this condition by attaching strings of $\delta$-functions to dual forms for each propagator on the Feynman side: the form $\check{\phi}$ dual to the Feynman form $\phi$ is proportional to a wedge product of $\mathrm{d} \theta(x)=\delta(x) \mathrm{d} x$ 's (in the sense of distributions), each of which accounts for a propagator that can be put on-shell. The overall function multiplying this wedge product varies depending on the situation, as we will see later. For a complete treatment of dual forms, see [11-13].

## 3. Looping the loops and differential equations

Now that the basics of dual forms are established, let us describe in detail the method used below to generate differential equations for dual Feynman integrals. This method draws from the naive idea that a multi-loop problem can be broken down into a collection of simpler, yet coupled, 1-loop problems. We will see below how this can be used to construct differential equations for (dual) Feynman integrals, one loop at a time. This approach is interesting from the standpoint of multi-scales problems because it comes with the immediate reward of having to deal with less variables at a time.

Setup To turn a multi-loop problem into a series of more manageable 1-loop problems, it is essential to get a grip on the fibre bundle structure of the multi-loop integrals we want to study. Given that a 2-loop integrand effectively illustrates this concept and that the pattern is evident for ( $L>2$ )-loop integrands, we focus on 2-loop integrals.

Denoting by $\ell_{1}$ and $\ell_{2}$ the loop momenta, one may rewrite any 2 -loop integrand as the wedge product of some (fibered) 1-loop basis:

$$
\begin{equation*}
\underbrace{\breve{\varphi}_{a}^{(\text {2-loop })}\left(\ell_{1}, \ell_{2},\left\{p_{i j}^{2}\right\},\left\{m_{j}\right\}\right)}_{\text {2-loop integrand (total space) }}=\underbrace{\varphi_{b}^{(1-\text { loop })}\left(\ell_{2},\left\{q_{i j}^{2}\right\},\left\{m_{j}\right\}\right)}_{\text {First loop (fibre) }} \wedge \underbrace{\check{\varphi}_{b a}^{\text {(left-over) }}\left(\ell_{1},\left\{p_{i j}^{2}\right\},\left\{m_{j}\right\}\right)}_{\text {Second loop (base) }}, \tag{4}
\end{equation*}
$$

with $p_{i j}=p_{i}+p_{j}$, where the $p$ 's denote the external momenta in the 2-loop integrand (total space). Similarly, $q_{i j}=q_{i}+q_{j}$, where the $q$ 's label the external momenta in the first loop integrand (fibre), which can include some of the $p$ 's as well as $\ell_{1}$.

The splitting given in (4) imposes constraints on the left-over pieces (base) and guides our selection of "good" $\breve{\varphi}_{b a}^{\text {(left-over) }}$. In addition, once the differential equation $\boldsymbol{\Omega}^{(1-\text { loop })}$ for the 1-loop basis is known, we can commute $\check{\nabla} \equiv \mathrm{d}+\mathrm{d} \log \check{u}^{(1-\text { loop })} \wedge$ across the 1-loop basis to get a new covariant derivative acting on the left-over part:

$$
\begin{equation*}
\check{\nabla}\left(\breve{\varphi}_{b}^{(1 \text { l-oop) })} \wedge \breve{\varphi}_{b a}^{(\text {left-over })}\right) \simeq \breve{\varphi}_{b}^{(1-\text { loop })} \wedge \check{\nabla}_{b c}^{\text {(new) }}\left(\breve{\varphi}_{c a}^{\text {(left-over) })}\right) \tag{5}
\end{equation*}
$$

Above," $\simeq$ " stands for "equal mod total derivatives." Moreover, the knowing $\boldsymbol{\Omega}^{(1-\text { loop })}$ gives us the covariant derivative $\check{\nabla}_{a b}^{\text {(new) }}$ for the left-over part. Indeed, after the dust settles, one finds from (5)

$$
\begin{align*}
\check{\nabla}_{a b}^{\text {(new) }} & =\delta_{a b}\left(\mathrm{~d}+\mathrm{d} \log \check{u}^{(\text {left-over) })}\right)+\Omega_{a b}^{(1-\text { loop })} \wedge \quad, \text { where } \quad \check{\nabla} \breve{\varphi}_{a}^{(1 \text { loop })} \simeq \breve{\varphi}_{b}^{(1 \text { l-oop) })} \wedge \Omega_{b a}^{(1-\text { loop })}  \tag{6}\\
& \equiv \delta_{a b} \mathrm{~d}+\breve{\omega}_{a b} \wedge
\end{align*}
$$

We expect that it should be easier to obtain a "good" (but not necessarily $\varepsilon$-form) 2-loop differential equations from the action of $\check{\nabla}_{b c}^{\text {(new) }}$ on $\breve{\varphi}_{c a}^{\text {(left-over) }}$ than from the action of $\breve{\nabla}^{\text {on }} \breve{\varphi}^{(2 \text {-loop) }}$ :

$$
\begin{equation*}
\text { Computing } \check{\nabla} \breve{\varphi}_{a}^{(2 \text {-loop) }} \simeq \check{\varphi}_{b}^{(2 \text {-loop })} \wedge \Omega_{b a}^{(2 \text {-loop })} \text { is harder than } \check{\nabla}_{b c}^{\text {(new) }} \check{\varphi}_{c a}^{(\text {(let-over })} \simeq \check{\varphi}_{b c}^{(\text {(left-over) })} \wedge \Omega_{c a}^{(2 \text {-loop) })} \tag{7}
\end{equation*}
$$

The rationale for this expectation is that this approach yields two strong constraints on the fibered dual bases, such that there are not too many options to start the problem with. We refer to these constraints below as loop-by-loop constraints. The first imposes that the fibre basis is normalized such that $\check{\omega}$ in (6) factorizes linearly in $\varepsilon$ - i.e., that $\check{\omega} \propto \varepsilon$. The second requires the wedge product in (4) to be single-valued (algebraic). Note that when this constraint is applied, the fibre forms have already been fixed by the first constraint. Therefore, only the base form basis is affected by this constraint.

While the expectation given in (7) is quite general, there is an important technical caveat we would like address here. Indeed, although the (dual) IBP reduction resulting in $\boldsymbol{\Omega}^{(2 \text {-loop) }}$ works well using a global set of coordinates in some of the examples we examined (e.g., Sec. 4), we found instances (e.g., the 5-mass kite integral family) with obstructions to this global approach [17]. One way out of this is to use multiple local coordinate systems, which allow for a reduction in each sector, instead of relying solely on a global one. The results can then be pulled back to a global set of coordinates post reduction. More optimistically, in view of the recent progress discussed in [18], one might soon be able to bypass the cumbersome use of local coordinates and IBPs by employing directly cutting-edge intersection numbers algorithms.

## 4. The 3-mass sunrise

Let us now exemplify the discussion above and consider the scalar 2-loop 3-mass elliptic sunrise. From the Feynman rules, we find (up to an overall normalization):

$$
\begin{equation*}
\stackrel{p}{m_{2}} \frac{m}{3}_{m_{1}}^{m_{3}}=\int \frac{\delta^{\mathrm{D}}\left(\ell_{3}-\ell_{1}+\ell_{2}-p\right)}{\left(\ell_{1}^{2}+m_{1}^{2}-i 0\right)\left(\ell_{2}^{2}+m_{2}^{2}-i 0\right)\left(\ell_{3}^{2}+m_{3}^{2}-i 0\right)} \prod_{a=1}^{3} \frac{\mathrm{~d}^{\mathrm{D}} \ell_{a}}{i \pi^{\mathrm{D} / 2}} \quad(\mathrm{D}=4-2 \varepsilon) . \tag{8}
\end{equation*}
$$

The elliptic sunrise From now on, it will be convenient to work directly in momentum space and, in particular, to consider the cylindrical-like parameterization for the internal loop momenta:

$$
\begin{equation*}
\ell_{i}=\ell_{i \|}+\ell_{i \perp}, \quad \ell_{i \|} \cdot \ell_{i \perp}=0, \quad \ell_{1 \|}=x p, \quad \ell_{2 \|}=y\left(\ell_{1}+p\right), \quad \text { where } i=1,2 \tag{9}
\end{equation*}
$$

In these variables, the propagators (boundaries) are given by

$$
\begin{gather*}
\mathrm{D}_{1}=\ell_{1 \perp}^{2}+x^{2} p^{2}+m_{1}^{2}, \quad \mathrm{D}_{2}=\ell_{2 \perp}^{2}+y^{2}\left(\ell_{1 \perp}^{2}+(1+x)^{2} p^{2}\right)+m_{2}^{2}  \tag{10}\\
\mathrm{D}_{3}=\ell_{2 \perp}^{2}+(y+1)^{2} \ell_{1 \perp}^{2}+(1+y)^{2}(1+x)^{2} p^{2}+m_{3}^{2}
\end{gather*}
$$

We are now in a good position to understand why the sunrise integral is referred to as "elliptic." If we compute the maximal cut $\left(\mathrm{D}_{i}^{-1} \rightarrow 2 \pi i \delta\left(\mathrm{D}_{i}\right) \forall i\right)$ of (8) in the critical dimension $(\varepsilon=0)$, we obtain a 1-fold integral over the square root $Y(x)$ of the irreducible quartic polynomial:

$$
\begin{equation*}
E(\mathbb{C}): Y^{2}-\left(x-r_{1}\right)\left(x-r_{2}\right)\left(x-r_{3}\right)\left(x-r_{4}\right)=0 . \tag{11}
\end{equation*}
$$

where the roots $r_{i}$ are explicitly recorded in [13, Eq. (4.32)]. In mathematics, the object $E(\mathbb{C})$ given in (11) is known as an elliptic curve and has a rich and well-documented geometric structure. In particular, for a detailed discussion on its relationship with tori, refer to [13, §4.3].


Figure 2: The splitting in (4) is schematically shown for the 2-loop sunrise. Top: The 2-loop (total space) dual basis, where both $\ell_{1}$ and $\ell_{2}$ are active integration variables. Middle: The 1-loop (fibre) basis, where only $\ell_{2}$ is active. Bottom: The left-over (base) basis, where $\ell_{2}$ is integrated out already and $\ell_{1}$ is active.

### 4.1 Looping the sunrise's loops: dual bases and differential equation

The next step involves constructing an explicit 2-loop basis based on the loop-by-loop splitting presented in (4). This procedure is schematically summarized in Fig. 2. We've divided the discussion into two steps, and further details can be found in [13].

Step I: fixing the 1-loop (fibre) basis Examining the middle panel of Fig. (2), we notice that the fibre basis is essentially a dual bubble basis (up to normalization). As established in [11], a canonical basis for the dual bubble, in the sense of [9], is

$$
\begin{equation*}
\check{\varphi}_{1}^{(1-\text { Ilop) })}=N \frac{2 \varepsilon \mathrm{~d} \theta_{2} \wedge \mathrm{~d} \ell_{2 \|}}{\sqrt{\left(p+\ell_{1}\right)^{2}} \ell_{2 \perp}^{2} l_{2}}, \check{\varphi}_{2}^{(1-\text { loop })}=N \frac{2 \varepsilon \mathrm{~d} \theta_{3} \wedge \mathrm{~d} \ell_{2 \|}}{\left.\sqrt{\left(p+\ell_{1}\right)^{2}} \ell_{2 \perp}^{2}\right|_{3}}, \check{\varphi}_{3}^{(1 \text { I-lop) })}=N \frac{\mathrm{~d} \theta_{2} \wedge \mathrm{~d} \theta_{3}}{\sqrt{\left.\left(p+\ell_{1}\right)^{2} \ell_{2 \perp}^{2}\right|_{23}}}, \tag{12}
\end{equation*}
$$

where $N$ is a constant. Here, we have abbreviated $\theta\left(\mathrm{D}_{i}\right)$ as $\theta_{i}$, with $\mathrm{D}_{i}$ specified in (10).
Subsequently, the $1^{\text {st }}$ loop-by-loop constraint instructs us to promote $N$ to a function of the kinematics. This constraint uniquely determines $N$ as the Gram determinant on the left-over loop - i.e., $N=\left(\ell_{1 \perp}^{2}\right)^{-1 / 2}$. Consequently, when localized on the boundary where all propagators are on-shell, the bubble form denominator becomes proportional to $Y$ as given in (11). This renders the fibre basis non-algebraic. Consequently, through the $2^{\text {nd }}$ loop-by-loop constraint, further restrictions are imposed on the remaining (base) basis.

Step II: fixing the left-over (base) basis In addition to the $2^{\text {nd }}$ loop-by-loop constraint, one might want the base basis to exhibit certain properties that feel simply natural. For instance, we may ask the base basis to be as close as possible of being uniformly transcendental (readers with exposure to polylogarithmic Feynman integrals will likely find this assumption legitimate.) Furthermore, we can narrow our attention to bases satisfying a differential equation with a specific modular transformation rule: it must be independent of the modular parameters $a$ and $b$ under a modular transformation (defined in [13, Eq. (4.52)].) Such a condition is crucial if one aims to rewrite/pullback the differential equation, initially written in terms of Mandelstam invariants and masses, into a modular form spanned by modular and Kronecker forms (a comprehensive review aimed at physicists can be found in $[14, \S 13]$.)

The simplest basis that satisfies all these assumptions is presented in of [13, Eqs. (5.2-5.3)]. Notably, the elliptic sector is both surprisingly compact and natural:

$$
\left\{\breve{\varphi}_{i j}^{\text {(left-over) }}\right\}_{j=4}^{7}=\left\{\frac{\psi_{1}^{2}}{\pi \varepsilon W_{X}} \check{\nabla}_{X}^{\text {(new) }}, \frac{\left(x-r_{1}\right) \psi_{1}}{\pi}, \frac{Y(c) \psi_{1}}{\pi(x-c)}, 1\right\} \frac{\pi \mathrm{d} \theta_{1} \wedge \mathrm{~d} x}{m_{1}^{4 \varepsilon} \psi_{1} Y}\left(\begin{array}{l}
0  \tag{13}\\
0 \\
1
\end{array}\right) .
$$

This basis is considered natural because the first and last forms span the cohomology of the bare (unpunctured) elliptic curve. The other two meromorphic forms have poles at twisted poles ( $x=\infty$ and $x=c$, respectively) in $\mathrm{D}=4$, which accurately accounts for the two punctures present on the given elliptic curve, as illustrated in [13, Fig. 3]. In the basis above, $X=\frac{p^{2}}{m_{3}^{2}}, \psi_{1}$ denotes one period of the elliptic curve and the term $W_{X}$ stands for a Wronskian. The various factors of $\pi$ and $\varepsilon$ ensure the basis is as close as possible of being of uniform transcendental weight.

Interestingly, this basis possesses another property that we did not explicitly enforce: its differential equation is linear and strictly lower-triangular. In other words, it takes the form:

Notice that $\boldsymbol{\Omega}^{(2 \text {-loop })}$ is not in $\varepsilon$-form. To achieve this form, a gauge transformation $\boldsymbol{U}$ must be performed on (13) such that the new differential equation reads

$$
\begin{equation*}
\varepsilon \tilde{\mathbf{\Omega}}_{(1)}^{(2 \text {-loop })}=\left(\boldsymbol{U} \cdot \mathbf{\Omega}^{(2-\text {-lop })}+\mathrm{d} \boldsymbol{U}\right) \cdot \boldsymbol{U}^{-1} . \tag{15}
\end{equation*}
$$

As highlighted in [13] and further verified with more general examples in [17], the matrix $\boldsymbol{U}$ is entirely determined by modular symmetry. This implies that the differential equation

$$
\begin{equation*}
\boldsymbol{U} \cdot \boldsymbol{\Omega}_{(0)}^{(2 \text {-loop })}+\mathrm{d} \boldsymbol{U}=0 \tag{16}
\end{equation*}
$$

can be solved analytically for $\boldsymbol{U}$ without performing any integration (!), simply by asking that (16) is modular covariant. The matrix $\boldsymbol{U}$ specific to the sunrise example is recorded in [13, App. E]. The corresponding differential equation is provided in [13, Eq. (5.81)] and is demonstrated to have a simple relation to that of Feynman integrals considered in [19].

## 5. Conclusion

Driven by the idea that multi-loop Feynman integrals are an iteration over simpler 1-loop problems, we developed a loop-by-loop method for the computation of multi-loop dual Feynman integrands' differential equations. Through the intersection number, dual Feynman integrands are in one-to-one correspondence with "conventional" Feynman integrands. These dual integrands, supported on generalized unitarity cuts, are inherently simpler.

In this talk, the primary benefit of working with dual integrands was the ability to localize to generalized unitarity cuts, which later on informed on an optimal choice of basis. The geometry tied to a Feynman integrand is often concealed within its cuts, and dual integrands bring this to the fore. Moreover, because dual integrands aren't constrained to "look like" traditional Feynman integrands, we considered a loop-by-loop basis that is entirely motivated from the underlying elliptic geometry.

As a simple yet non-trivial example, we constructed an $\varepsilon$-form dual basis for the three mass 2-loop elliptic sunrise family and the associated differential equation. In doing so, we saw that
breaking up the problem into simpler 1-loop problems yields several advantages. First, we can reuse the known $\varepsilon$-form basis and differential equation at 1-loop to construct the 2-loop basis and differential equation. Second, at each step only a small subset of variables are active on the fibre simplifying algebraic manipulations as well as integration by-parts.

While the starting base basis (13) was geometrically and physically well motivated, it did not have an $\varepsilon$-form differential equation. A gauge transformation was needed to bring the system into $\varepsilon$-form, and we saw that it was entirely fixed by modular covariance. We anticipate that this idea will prove useful for future cutting-edge computations of differential equations for topologies with elliptic-like geometries, whether one uses the dual form framework or not.
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