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Data centers house IT and physical infrastructures to support researchers in transmitting, pro-
cessing and exchanging data and provide resources and services with a high level of reliability.
Through the usage of infrastructure observability platforms, it is possible to access and analyse
data that provide information on data center status enabling the prediction of events of interest.
During the last few years, in the context of the main data processing and computing technology
research center of the Italian Institute for Nuclear Physics, we have performed a set of studies
based on service log files and machine metrics to identify anomalies and define alarm signals. In
the present work we aim at validating our previous studies by considering critical scenarios and
extending the range and type of monitoring data. With the usage of principal component analysis,
clustering techniques, and statistical anomaly detection solutions, we have been able to achieve
a faster, almost real-time, detection of anomalies taking into consideration the collection of past
events.
As an added value, the relationship between the identified anomalies and the threshold-risk values
will be assessed and shown as a dynamic level of risks to be used for predictive maintenance
management.

International Symposium on Grids & Clouds (ISGC) 2023
19-24 March 2023
Academia Sinica, Taipei, Taiwan

∗Speaker

© Copyright owned by the author(s) under the terms of the Creative Commons
Attribution-NonCommercial-NoDerivatives 4.0 International License (CC BY-NC-ND 4.0). https://pos.sissa.it/

mailto:elisabetta.ronchieri@cnaf.infn.it
mailto:filippo.pacinelli@gmail.com
mailto:giommi@cnaf.infn.it
mailto:cristina.aiftimiei@cnaf.infn.it
mailto:davide.salomoni@cnaf.infn.it
mailto:alessandro.costantini@cnaf.infn.it
https://pos.sissa.it/


P
o
S
(
I
S
G
C
&
H
E
P
i
X
2
0
2
3
)
0
2
4

Anomaly Detection in Data Center IT Infr. using NLP and Time Series Sols. Elisabetta Ronchieri

1. Introduction

Data centers host IT and physical infrastructures to support researchers in transmitting, pro-
cessing and exchanging data and provide resources and services with a high level of reliability.
Through the usage of infrastructure observability platforms, different kinds of data can be accessed,
particularly those related to services that run on both virtual machines and bare mental servers, to
predict events of interest. The ability to detect unexpected anomalies, in fact, is of great significance
to prevent service degradation, hardware failures, data losses, and complaints from users.

The Italian Institute for Nuclear Physics (INFN) CNAF is a data center that serves more than 40
international scientific collaborations in multiple scientific domains, including high-energy physics
experiments running at the Large Hadron Collider in Geneva. CNAF handles a large amount of
data with over 1,000 different running services and supports data flowing 24/7. The center already
provides a set of pillars, such as connectivity to the cloud and infrastructure for data transmission,
and security for data and privacy protection. Within this context, we have performed a set of
studies to add the intelligence data pillar to the INFN CNAF main functionalities. This new pillar
can be implemented through infrastructure and algorithms in order to extract value from service
and physical resources (i.e. logs and monitoring metrics), convert them into useful information
(e.g. detecting anomalies), and properly intervene. This might allow for performing predictive
maintenance with machine learning (ML) techniques and time series analysis.

Starting from our initial study on log files aimed at building an anomaly dictionary and
getting knowledge from files with the application of natural language processing (NLP) solutions
and other ML techniques [1], we have continued combining a subset of log files and monitoring
data information to detect anomaly patterns involving heterogeneous unstructured data [2]. NLP
solutions have been applied to log files to identify anomalies from words and sequences of terms.
Good results have been obtained, revealing thousands of anomalies verified by exploiting log-service
messages. By defining an ad-hoc clustering algorithm, various types of anomalies at the service
level have been identified and grouped together. Furthermore, the adoption of a multivariate time
series anomaly detection technique, named JumpStarter [3], enabled us to compute anomaly scores
on monitoring data to identify the timeframe where we could overlap services and monitoring data
anomalies to perform predictive maintenance analysis.

In the present work, we aim at validating the above-mentioned solutions by considering critical
scenarios and extending the range and type of monitoring data. By using error reconstruction
techniques based on, but not limited to, principal component analysis (PCA) [4], clustering tech-
niques (such as Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [5] and
K-means [6]), and statistical anomaly detection solutions, we plan to achieve faster and real-time
detection of anomalies taking into consideration also the collection of past events. Furthermore, the
relationship between the identified anomalies and the threshold-risk values is assessed and shown
as a dynamic level of risks to be used for predictive maintenance management. The source code
developed for the proposed approach is released as open source, so that it can be easily used by
other centers. It has to be considered that training and related inference may vary depending on the
amount of data provided by the data center.

The remainder of this paper is organised as follows. Section 2 summarizes papers where both
log files and monitoring metrics are used. Section 3 and Section 4 detail data sources and methods,
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respectively. Section 5 introduces the defined approach to tackle the anomaly detection problem at
INFN CNAF. Section 6 presents and discusses the results. Finally, section 7 provides conclusions
and plans for future works.

2. Related Works

Our study aims at performing predictive maintenance by identifying anomalies on the basis
of heterogeneous data (i.e., log files and monitoring metrics) that provide us with qualitative and
quantitative information about the state of machines and services.

In the literature, there exist few works about the detection of anomalies with the usage of
both log data and monitoring metrics. Nti et al. [7] develop a multi-source information-fusion
stock price prediction framework based on a hybrid deep neural network architecture. They use 6
heterogeneous data sources, including indices values from the stock market, articles from journals,
and tweets to develop a matrix of features derived from textual information. Lee et al. [8] develop
a model to estimate the risk of bidding projects in urban areas by combining numerical metrics and
textual reviews. They use the uncertainty information, stored in the unstructured text data. In both
of these studies, the data fusion process has been done successfully through the identification of
common features: the availability of finance-related textual data is enough to be able to look for
data in the required moment in time [7], while every textual information has been assigned to the
numerical one [8].

Giommi et al. [9] try to develop a predictive maintenance model on the basis of INFN CNAF
log files and monitoring metrics related to the StoRM service [10] by exploiting supervised ML
techniques. They build a ML model to provide the health status of the system, every 15 minutes,
by considering a subset of log files produced by the StoRM service. Instead, our problem is
also unsupervised, working with data that are specific to the INFN CNAF data center, whose
observations are not anomaly labeled. In our study, we have developed a solution based both on
the binary representation of anomaly and non-anomaly observations and, as an added value, on an
anomaly score for log messages.

3. Data Sources

In this study, we have worked with different types of data (both textual and numerical), collected
in the time range June 6, 2020 - July 21, 2021. The considered data refer to thousands of machines,
each one with its own peculiarities in terms of hosted services and its usage within the data center
(e.g. user machine, service host, farming, and storage). Data belong to two different categories:
log files and monitoring metrics.

3.1 Log files

Log files are important sources of information as they represent the current state of system
services and their related processes. Each log file is produced by a distinct service running on a
given machine. Each log message contains semi-structured text [11]: it is composed of a sequence
of static fields and dynamic fields, i.e. a set of strings that do not change from one event occurrence
to another and strings assigned at run-time, respectively. Figure 1 shows an example of a log
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message produced by the ALRT service: the ALRT CLI_MAIN Failing Disk and Reason strings
represent the static fields, the others are the dynamic fields.

Figure 1: An example of a log message from the ALRT service.

On the same machine, usually, there are several services that store their status in corresponding
log files. The occurring events are traced in these files as messages that can be used to analyze and
debug system failures. The seriousness of each event is identified by the level of logging included in
the message, such as debug, info, and warning: some messages can be more serious than others, but
still without blocking the currently running service, like debug; other messages make the service
impossible to work, such as alert, fatal error, failure, and alarm. The logs are often highly verbose,
making it difficult to understand their meaning. Moreover, the log files have different non-standard
formats, making it complex to parse them without customization. In our study, 40 kinds of log files
have been considered related to the various services running on 1,258 distinct machines.

Table 1 shows an example of the alert (ALRT) service log file once turned into a comma-
separated value (csv) format. The variables are: date, time and timestamp expressing when the
instance has been registered in the local time zone; hostname and ip columns providing information
on the machine and network on which the event occurred, respectively; process_name representing
the name of the service (usually corresponding to the log file name); msg reporting the textual
message.

Table 1: The ALRT service log file turned into the csv format.

date time timestamp hostname ip process_name msg

2020/08/11 11:57:17 1597139837.0 ddn-04-a.cnaf.infn.it * ALRT ALRT CLI_MAIN Failing Disk 51P
S/N JK1101YAJXPDEZ Reason(User
Requested)

2020/07/08 14:36:39 1594211799.0 ddn-04-a.cnaf.infn.it * ALRT ALRT AVR_MON Left Power Supply
Failure

2020/07/08 14:36:39 1594211799.0 ddn-04-a.cnaf.infn.it * ALRT ALRT AVR_MON Left Side AC Line
Low

2020/07/27 16:24:23 1595859863.0 ddn-04-a.cnaf.infn.it * ALRT ALRT CLI_MAIN Failing Disk 19G
S/N JK1101YAJSDYXV Reason(User
Requested)

2020/07/25 12:24:08 1595672648.0 ddn-04-a.cnaf.infn.it * ALRT ALRT DC_REC Failing Disk 42P S/N
JK1101YAKAB69V Reason(IO Time-
out)
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3.2 Monitoring metrics

Monitoring metrics are numerical data that represent different statistics, typically used to
provide information about the health status of machines. They are obtained by using Linux
commands that provide statistics belonging to three categories: the actual load of the machine, and
its average (load_avg) over multiple time frames (i.e., 1, 5 or 15 minutes); the memory usage; the
central processing unit (CPU) usage and input/output (I/O) (i.e., io_stat) rate of data. Load averages
[12] are often provided at the last minute, the last five minutes, and the last fifteen minutes. There
are many metrics related to the memory usage [13] of a system on which processes are running (see
Table 2). IoStat [14] is another command which allows checking more general metrics about the
current status of the system (see Table 2). In our study, 18 metrics have been considered.

Table 2: A subset of memory usage and IoStat metrics.

Category Metric Description
Memory usage total Total installed memory
Memory usage used Memory currently in use by running processes
Memory usage free Unused memory
Memory usage shared Memory shared by multiple processes
Memory usage buffers Memory reserved by the operating system to be allocated as buffers when processes need them
Memory usage cached Recently used files stored in RAM
Memory usage buff/cache Buffers + Cache
Memory usage available Estimation of available memory for starting new applications
IoStat user CPU% used executed at user level
IoStat nice CPU% used executed at the user level with nice priority
IoStat system CPU% used while executing at the system (kernel) level
IoStat iowait time% of the CPU(s) in idle when system pending requests
IoStat steal time% spent on involuntary wait due to another virtual processor
IoStat idle time% of the CPU(s) in idle with no system pending requests

Figure 2 shows default information of the Linux top command output in kibibytes: total, used,
free, and buffers measures are provided for the memory, while total, used, free, and cached are
given for the swapped memory.

Figure 2: Statistics collected with the Linux top command.

Table 3 shows an example of the memory.used monitoring metric turned into the csv format.
The variables are: time expressing when the metric has been registered in the local time zone; tags
and domain providing information about the collected machine values; name and metric providing
the metric name and category; value containing the metric value.

5



P
o
S
(
I
S
G
C
&
H
E
P
i
X
2
0
2
3
)
0
2
4

Anomaly Detection in Data Center IT Infr. using NLP and Time Series Sols. Elisabetta Ronchieri

Table 3: The memory.used monitoring metric turned into the csv format.

name tags time domain duration metric value
memory.used host=api-int.cnsa.cr.cnaf.infn.it 1,62643E+18 cnsa.cr.cnaf.infn.it 0.22133 metrics-memory 1,37128E+09
memory.used host=api-int.cnsa.cr.cnaf.infn.it 1,62644E+18 cnsa.cr.cnaf.infn.it 0.23058 metrics-memory 1,39689E+16
memory.used host=api-int.cnsa.cr.cnaf.infn.it 1,62644E+18 cnsa.cr.cnaf.infn.it 0.22633 metrics-memory 1,46820E+16
memory.used host=api-int.cnsa.cr.cnaf.infn.it 1,62644E+18 cnsa.cr.cnaf.infn.it 0.21558 metrics-memory 1,49160E+16
memory.used host=api-int.cnsa.cr.cnaf.infn.it 1,62645E+18 cnsa.cr.cnaf.infn.it 0.21825 metrics-memory 1,49583E+16

4. Methods

Considering data characteristics and our main goal to identify anomaly, we have used a joint
PCA with DBSCAN clustering method and PCA with 𝐾-means clustering method. Furthermore,
time-series analysis has been performed at the machine level with all the monitoring metrics and log
files for the various services. Log data at the service level do not show causal temporal relationships
in time series data because the machines show messages as a consequence of the logging process.

4.1 Principal Component Analysis

PCA is a well-known statistical technique. When dealing with a large set of correlated variables,
PCA allows creating a set with a lower number of variables that together are able to describe most
of the variability of the original set of variables, measured in terms of variance. We observe that
PCA properly works when the subset of principal components is big enough to properly represent
the variability of the initial set of variables.

The principal component model identifies 𝑝 principal components, where 𝑝 refers to a parame-
ter to be defined beforehand. From the result, it builds a new dataset with fewer entries and different
values with respect to the starting one. We observe that the matrix multiplication between the
transformed data and the 𝑛 principal components (i.e., 𝑛 is the number of all the components) would
return the original data. Thereby, with a subset of 𝑝 principal components, PCA returns a matrix
of the same dimension of the original one, but with different values from the starting ones. If the
selected principal components represent enough variation of the data, this resulting matrix will be
very similar to the matrix with the original values. The difference between the original values and
the ones obtained after this reconstruction process with a limited number of components is given
by the reconstruction error (RE). The observations for which this error takes larger values are those
where the PCA model does not fit them properly. We have assumed that anomalies represent rare
events, therefore the PCA model has been built on recurring observations, while those for which
the reconstruction error is larger are the rarest observations, thus representing potential anomalies
[15]. To actually perform dimensionality reduction, only a subset 𝑝 of the 𝑛 principal components
is kept.

For this method, the tolerance parameter identifies the percentage of error observations above
which it is possible to consider anomalous a given point.

4.2 Density-Based Spatial Clustering of Applications with Noise

DBSCAN is a traditional density-based clustering algorithm, grouping together data points
that are closer to each other than a certain threshold, usually referred to as epsilon. This parameter

6



P
o
S
(
I
S
G
C
&
H
E
P
i
X
2
0
2
3
)
0
2
4

Anomaly Detection in Data Center IT Infr. using NLP and Time Series Sols. Elisabetta Ronchieri

is just a measure of the distance between points. As a result, DBSCAN creates clusters in areas
where points are concentrated, detecting also points that are separated by areas.

This algorithm recognizes the density by counting the number of points in the neighborhood
defined by a certain radius of fixed length and defines two data points as connected if they lie inside
each other’s neighborhood. A point is a core point, if the neighborhood of radius epsilon contains
at least a minimum number of points indicated with MinPts. A point 𝑞 is directly density-reachable
from a core point 𝑝, if 𝑞 is within the epsilon-neighborhood of 𝑝, where density-reachability is
given by the transitive closure of direct density-reachability. Two points 𝑝 and 𝑞 are called density-
connected if there is a third point 𝑜 such that both 𝑝 and 𝑞 are density-reachable. A cluster is
then a set of density-connected points that is maximal with respect to density-reachability. All the
distances have been calculated by means of the Euclidean distance. The noise or outlier is defined
as the set of points that are not assigned to any cluster.

Estimating the epsilon has been uneasy when every machine has its own optimal value.

4.3 𝐾-means

The 𝐾-means clustering divides data into 𝐾 distinct, non-overlapping shards. The only param-
eter is 𝐾 , the number of clusters, that is specified beforehand. 𝐾-means assigns each observation
to exactly one cluster.

To better explain how it works, we introduce a mathematical notation. Let 𝐶1, ..., 𝐶𝐾 denote
the sets containing the indices of the observations in each cluster. These sets satisfy the following
two conditions: 1. 𝐶1

⋃
𝐶2

⋃
𝐶3; 2. 𝐶𝑘

⋂
𝐶𝑘′ = ∅ ∀𝑘 ≠ 𝑘 ′. The first condition specifies that each

observation belongs to at least one cluster, while the second condition requires that the clusters do
not overlap, therefore no observation belongs to more than one cluster. The main characteristic of
the 𝐾-means clustering is to group data minimizing the within-cluster variation.There are multiple
ways of formalizing the concept of variation within clusters, but the most common approach is to
adopt the Euclidean distance. There are several algorithms to solve such a problem, the one adopted
in this work is the one from [16].

𝐾-Means algorithm is very convenient as it allows selecting the number of clusters a priori.
This is very useful in the case of anomaly detection, where one can assume the existence of two
classes: non-anomalous observations and anomalous ones. We have first used 𝐾-means with
𝐾 = 2, and, then, also used 𝐾 = 3, because log messages are not different enough from each other
to successfully identify two "poles": a potentially anomalous one and a potentially non-anomalous
one. A lot of messages are relatively similar to each other and only a less strict method of separation
could bring meaningful results.

Using the 𝐾-means clustering technique, data have been partitioned into 𝐾 clusters, where 𝐾
could be either 2 or 3, and then the cluster with the smaller number of points has been considered
to contain anomalies, assuming that anomalies are supposed to be a minimum or at least a small,
part of the data. For most of the services, this approach has been quite effective.

5. Methodology

Predictive maintenance is the main goal of this study that we have tackled by using log files and
monitoring metrics from a set of machines. On one hand, log files keep a trace of the events and
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Figure 3: Bottom-up Anomaly Detection Approach with Log Files and Monitoring Metrics.

any likely problems in the corresponding services (e.g. with the usage of logging level information,
such as info, error, and warning); on the other hand, the monitoring metrics can show a value
variation in the relative trends (e.g. overstepping a threshold value of a specific metric, such as the
total memory available on a machine) contributing to tag a likely anomaly in one or more machines.
Furthermore, the log files envelop a data type that is not present in the monitoring metrics, identified
by a sequence of alphanumeric terms. For data characteristics, we have planned to analyse them
separately with unsupervised machine learning (ML) techniques, such as DBSCAN and 𝐾-means,
and combine results at the machine level with respect to the used technique. Figure 3 shows the
bottom-up reasoning adopted in our study whose blocks are explained in the following sections
from the input data up to the anomaly validation part.

5.1 Input Data

From the bottom of Figure 3, it is possible to observe the input data, i.e. log files and monitoring
metrics. Log data have been already pre-processed and given in structured csv format divided by
services. However, various activities have been performed on the log files to turn their texts
into features and convert them into numbers, leading to log files with the same data types as the
monitoring metrics data. NLP procedures have been adopted in order to remove the unimportant
words from each log message and reduce the identified features [17]. During the cleaning phase,
each word in the log message has been put in lower case; digit numbers, links, punctuations, and
special characters have been removed. The vectorization phase has been performed by applying the
word2vec algorithm [18] that encodes words as similar low-dimensional vectors by using cosine
similarity and exposes semantic information by linearly transforming these vectors: distances
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between vectors are directly proportional to the semantic differences of the words corresponding
to the vectors. The usage of NLP allows us to build a dictionary of single words that may identify
anomalies in a service, such as error, exception, failure, low, suspending, uncorrectable, and
unrecognized.

After a first exploration of the entire log files, considering the amount of data and information
stored in those files, 11 of them have been identified as the most representative and meaningful for
the analysis shown in this work: 1,258 machines have been considered, a total of 14,723,449 log
messages have been analyzed with 3,068,479 unique messages, dealing with a total of 3,349 words.
Table 4 summarizes a subsets of services considered for the input log files.

Table 4: Logging Services Description.

Service Description Reference
Grafana It is multi-platform open-source analytics and interactive visualization application. It

provides charts, graphs, alerts, and much more.
[19]

HAproxy It is a free, open-source very fast service, offering high availability, load balancing, and
proxy for TCP and HTTP-based applications.

[20]

Octavia It provides the load balancing API for OpenStack. It is an open-source, operator-scale
load-balancing solution designed to work with OpenStack.

[21]

StoRM StoRM (STOrage Resource Manager) is a storage management service for the generic
disk-based storage system.

[10]

Daemon It is a program running constantly in the background and wakes up to handle periodic
service requests, usually coming from remote processes.

[22]

Rsyslog SysLog is the log messages’ standard structure that separates the software generating the
messages, the system storing them, and the software that reports them.

[23]

Auditd It is a service used to log events on Linux systems. [24]
Smartd It is a daemon that monitors the Self-Monitoring, Analysis and Reporting Technology

system hard drives.
[25]

As monitoring data are the result of an active controlling process, their frequency and therefore
the availability of data is clearly different with respect to log data, which are logged without a fixed
frequency but rather depend on the occurrence of a certain event produced by the corresponding
service (e.g., info, warning, error). Therefore, we have dedicated effort to aggregate log files and
monitoring metrics, taking relevant information from each data type at the proper point in time in
order to increase the knowledge power and thus the accuracy of the anomaly detection process. For
this reason, among all the monitoring data, only the machines for which also log data are available
have been selected: 290 machines have been analyzed, for a total of 1,786,283 (1.78 million) data
points.

Considering the amount of data and outcomes, to identify if there were statistics to omit in the
results, all the monitoring metrics in the various categories have been correlated. Figure 4 shows
that the various metrics are correlated both positively and negatively.

This paper shows the results for a subset of metrics, each one belonging to a metric category:
iostat.avg-cpu.pct_idle that represents the average usage of CPU in the idle state of the machine;
load_avg.fifteen that represents the average load of work on 15 minutes timespan; memory-usage
that is the ratio between the memory used and the total memory space.

9
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Figure 4: Heatmap of the correlation matrix from the ce01t-htc machine.

5.2 Machine Learning Techniques

In Figure 3, the ML techniques have been introduced to identify anomalies in the data. They
use the resulting input data, organized at service and machine levels.

With respect to log files, PCA has been applied to the word-vectors obtained during the
vectorization phase. Every word corresponds to a vector of 100 elements, therefore reducing
the dimension of word-vectors to two dimensions has been useful to decrease the complexity of
the problem and the computation time. Furthermore, with the application of the PCA with the
reconstruction error (RE) process we have identified words that may be considered anomalies: the
larger the RE is for uncommon terms, the more likely anomalies are. For example, the failed term
has been labelled as an anomaly.

For the monitoring metrics, PCA has been applied to numerical data, identifying as anomalies
those observations with a larger reconstruction error with respect to the starting sample. Figure 5
shows an example of anomalies identified for a specific machine with a tolerance of 5% on 3

10
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components once applied PCA with reconstruction error.

Figure 5: An example of anomalies on the centos8 machine with a tolerance of 5% on 3 components.

The outputs obtained with the application of PCA have been used to feed DBSCAN and
𝐾-Means clustering techniques. DBSCAN is able to work with clusters of different sizes and
shapes, so it works with log messages of different sizes. Furthermore, since DBSCAN is based on
the density-reachable principle, it can avoid assigning every observation to a cluster, and identify
outliers, that can be digested as anomalies. The technique has been used to label words as anomalies
whenever possible. Once applied DBSCAN, non-clustered words are flagged with the value 1. The
failed term has been still labelled as an anomaly. The percentage of epsilon has been referred to the
quantile of the series obtained from the distance of all the observations (words) between each other.

In the case of 𝐾-Means, the anomaly detection method involved partitioning the observations
among 𝐾 clusters and then considering as potential anomalies those observations belonging to the
least populated cluster. With respect to log files, this means the cluster with the smallest number of
words. The identified anomaly words are then flagged with value 1. Once more, the failed term has
been labelled as an anomaly. Furthermore, the error term has been also labelled as an anomaly.

5.3 Time Series Analysis

In Figure 3, the time series technique has been also introduced. They are applied to the resulting
input data, organized at service and machine levels, with and without the PCA application.

Time series analysis has been performed on log data and monitoring metrics at the machine
level. We have excluded analysing data at the service level for two reasons: on one hand every
machine can host more services, and temporal causality between messages of the same service but
different machines would be completely meaningless; on the other hand log data at the service level
are not meaningful from a temporal causality point of view as the machines show messages as they
pop up in the logging process.

With logs, messages have been vectorized and word-vectors from each message have been
averaged to get the vector belonging to the message. The difference between consecutive vector-
messages has been calculated (measured in terms of Euclidean distance between vectors), thus
obtaining a time series of the differences between messages. Then, the mean 𝜇 and variance 𝜎2

(consequently, standard deviation 𝜎 is also retrieved) of the resulting time series are calculated
and an interval of non-anomaly values is defined, where such interval includes all the observations

11
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whose values are at most 𝑡 standard deviations away from the value of 𝜇. 𝑡 is an integer value,
which in the literature has usually taken values 1, 2 or 3 [26]. Since the treated time series represent
distances, they only take positive values and the interval is only upper bounded. Thus, the threshold
value is computed, adding 𝜇 to t𝜎.

Figure 6: An example of time series analysis with and without the sliding window (a window size of 20
observations) and a tolerance of 2 standard deviations on the cloud-ctrl01 machine.

The tolerance parameter defines the number of standard deviations from the mean from which
a data point can be considered anomalous.

In this work, we have also taken into consideration the sliding window [26], [27]. This process
involves taking overlapping subsets of the time series itself and then applying the same procedure
described above to the said subset of data to detect anomalies. This process can bring significant
improvements as it takes into account more local peaks, therefore being more precise, and at the
same time it is more robust against temporary non-anomaly observations whose value is significantly
different from other recurrent non-anomalous observations. Figure 6 shows the application of time
series analysis to monitoring data with and without the sliding window. The trends are for the
cloud-ctrl01 machine, the cloud controller server one, where the auditd, octavia-housekeeping,
rsyslogd, smartd log files are available.

With monitoring data, metrics are already given at the machine level. They do not need to
be preprocessed as a function of time, but they have required to be standardized as the orders of
magnitudes of the various metrics are really different from each other.

5.4 Validation Methods

For log files, we have considered the following validation methods: anomaly score, qualitative
analysis, and similarity percentage.

12
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The application of PCA to DBSCAN or the PCA to 𝐾-means produces, for every log service
file, a set of words and a binary label, 0 for non-anomaly or 1 for anomaly words. With respect to
each log message, an anomaly score is computed as the average value of the labels corresponding
to the words that are part of the message, transforming the binary anomaly into a continuous
measure. This metric allows attributing a score also to words that are considered both anomaly
and non-anomaly: behavior that has been observed due to a limited number of terms present in the
overall log messages. Figure 7 shows an example of how the anomaly score is obtained given a log
message: the words in red are the words identified as anomalies.

Figure 7: An example of anomaly score computation.

The qualitative analysis considers the most recurring words in messages with high anomaly
score and low anomaly score for each technique and every set of parameters, such as the epsilon
value. Common words between anomaly and non-anomaly messages have been compared to check
if they contain any differences.

A similarity percentage of more than 20%/25% would have been seen as an alarming sign that
the partition might not be effective enough. A similarity percentage of more than 20% would mean
that the two sets share more than 20% of their words. This might seem a relatively high measure
but it should also be considered that log messages share a lot of common words both for anomaly
and non-anomaly messages, therefore a too strict measure would have been counterproductive.

For monitoring data, to compare the differences between two samples, the test of hypothesis
has been used. Since this problem deals with two samples that can be considered independent, a
non-parametric test is required. In this study, the Mann-Whitney test has been used as it has shown
to be quite effective in anomaly detection tasks [28].

6. Results and Discussions

This study has produced a huge amount of results for the various techniques. Some results still
require a deep investigation. In the following, the most relevant results have been illustrated and
discussed.

The anomaly score has contributed to identifying anomaly and non-anomaly log messages,
according to the following criteria: anomaly score > 0.7 implies an anomaly, while anomaly score
< 0.3 implies a non-anomaly.

Similarity percentage values have been never above 23% for these three techniques, reinforcing
the hypothesis of a good splitting. However, for time-series analysis, their scores per machine have
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been most of the time higher than 80%, with low cases close to 50%. Time-series algorithms
have been applied at the machine level (rather than service) and the logic of the anomaly detection
mechanism is completely different with respect to the service level, therefore this process is not
robust and requires further investigation. For example, the results are different for every machine
and it is too dependent on the order of messages. Furthermore, results depend too much on the
machine under analysis.

Anyway, time-series algorithms have shown interesting results for monitoring metrics.
For many machines, data were available either from log files or monitoring metrics. For some

services, monitoring data were not been available. Results have been assembled together when
data were provided in log files and monitoring metrics, to increase (or not) the certainty of results
obtained.

Correspondence has been verified by checking logs and monitoring occurrences at less than
900 (15 minutes) seconds of difference because log and monitoring events could be registered at a
different time. The assumption is that anomaly and non-anomaly events are, at least to some extent,
consistent in time and are not single points in time. This can be safely assumed for non-anomaly
events, while can lead, at least sometimes, to a small yet likely negligible imprecision for anomaly
events. Figure 8 shows the occurrences of the log messages in red and the normalized metrics in
blue for the centos8 machine, where the rsyslogd and smartd services run.

Figure 8: Log files in red versus monitoring metrics in blue for the centos8 machine: anomaly and non-
anomaly occurrences are highlighted.

Table 5 shows results for services that got a corresponding in the monitoring data.

7. Conclusions

In the present work, we have been able to validate an ad-hoc defined clustering algorithm to
perform predictive maintenance at the INFN CNAF data center by identifying anomalies on the basis
of heterogeneous unstructured data that provide us with qualitative and quantitative information
about the state of machines and services. Log files of different services together with monitoring
metrics have been considered at the machine level. As an added value, the adoption of a multivariate
time series anomaly detection technique enabled us to compute anomaly scores on monitoring data
to identify the time frame where we could overlap services and monitoring data anomalies to
perform predictive maintenance analysis.
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Table 5: A subset of results combining logs and monitoring Metrics

Service Log File ML Technique Parameter % of correspondence
Auditd auditd DBSCAN epsilon = 0.1 50%

K-Means n_clusters = 3 97.5%
PCA threshold = 0.85% 20%

Smartd smartd DBSCAN epsilon = 0.1 55%
K-Means n_clusters = 3 53%
PCA threshold = 0.85% 55%

Octavia octavia-housekeeping DBSCAN epsilon = 0.1 ∼ 100%
K-Means n_clusters = 3 99.8%
PCA threshold = 0.85% 95%

HAproxy haproxy DBSCAN epsilon = 0.1 51%
K-Means n_clusters = 3 ∼ 100%
PCA threshold = 0.85% ∼ 100%

We found that for log data, DBSCAN, K-means, and PCA were very effective. For monitor-
ing data, time series analysis provided interesting results, while treating messages as time-series
observations did not show very meaningful results. We got over 50% of correspondence between
anomalous found in log files and monitoring metrics.

The obtained results demonstrate that the defined pipeline can be exported to other data centers
thanks also to the open-source nature of the code adopted for its implementation.

Obviously, the present study can be improved and refined (I) by analysing more in detail the
nature of the anomalies to perform a more precise identification of the root causes of anomalies
themselves, and (II) by developing an advanced deep learning model that uses different types of
data with respect to timestamp, machine name, and network info. Moreover, it has to be taken into
account that training and related inference may vary depending on the amount of data provided by
the data center.
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