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1. Introduction

The theory of asymptotic symmetries is a thriving area of investigation. It aims at understanding the real notion of observables in a physical system, especially in the presence of gauge symmetries. This theory made us appreciate how to characterize degrees of freedom of gauge theories, at the classical level. In these notes, we approach this theory from a geometric viewpoint. This approach inevitably has two consequences. The first is that it brings it closer to holography, and thus opens the door to an entire community working on the holographic nature of gravity. The second is that it is now well-suited to be reformulated in terms of corners, namely codimension-2 surfaces in the spacetime, on which Noether charges have support, believed to be the atomic constituents of any gauge theory. Consequently, these notes aim at the task of creating a bridge between these various approaches to symmetries in gauge theories. In the author’s opinion, these lectures are therefore an original take that brings a fresh perspective to the community. Given the impressive amount of works in recent years on asymptotic symmetries, holography, and corners, this introduction has the goal of guiding the reader through the literature. It is meant as a contextualization of these notes, and contains much more material than needed. In particular, it touches upon topics that are only marginally discussed in the main body. It can be read on its own or, if the reader wants to directly access the main body of these notes, it can be skipped at a first stage.

Symmetries are one of the most important tool we have in physics, and arguably science altogether. In his lectures at Cornell [1], Feynman attributes to Weyl (see [2]) the common sense definition: A thing is symmetrical if there is something that you can do to it, so that after you finish doing it, it looks exactly the same as it did before. This definition is not far from what it is meant by symmetry in physics, module the replacement thing ↔ physical law / state / field / . . . .

In the same lectures [1], Feynman presents the famous riddle proposed by Gardner (known as the Ozma problem [3]): “how can you tell to a Martian, describing a human being, that the heart is on the left side?” Clearly, given the definition above, if bilateral symmetry is an exact symmetry of the universe, it is impossible. However, at the time of Feynman lectures, it was already clear that bilateral symmetry is broken in certain processes, such as \(\beta\)-decays \(N \rightarrow p + e^- + \bar{\nu}\), where the emitted electron always spins to the left. This is the way we can tell to Martians in which side of our body the heart is. With his typical humour, Feynman then observes that, if the Martian has only anti-matter, then the Martian would conclude that the heart is to the right. So if one day we will meet Martians, greet them with the right hand, and they would offer to us their left hand, then we should be careful: it means that they are made of anti-matter and would annihilate us!

The mathematical description of symmetries that we are interested in follows the seminal works of Lagrange [5, 6], Hamilton [7, 8], and Jacobi [9]. The turning point is due to Noether, that formulated in 1918 the celebrated Noether’s theorems [10]. A long-standing debate followed, permeating both the physics and philosophy community, on the notion of physical symmetry and observables, as opposed to gauge (trivial) symmetry. Notably, Einstein exchanged opinions with Klein about this, in the context of gravity [11] (see also [12]). This debate is relevant to philosophers, still nowadays, and has already produced many interesting perspectives and argumentations [13–36], see in particular [37]. One of the main modern reformulations of this debate in physics is through

\(^1\) The experiment proving the non-conservation of parity in weak interactions was conducted by Chien-Shiung Wu et al. in 1956 [4].
the covariant phase space formalism, which was discovered in the seventies [38–40], was refined in
the late eighties [41–45], and reached its final form with the works of Wald et al. [46–50].

In this formalism, the aforementioned debate is addressed by constructing the Noether charge
associated to the symmetry in question, and stipulating that a symmetry with vanishing associated
charge is a trivial gauge symmetry. The construction of charges associated to symmetries comes
from Noether’s theorems. While the first Noether theorem deals with global symmetries, that
is, symmetries associated to transformations applied simultaneously and equally at all points of
spacetime, Noether herself remarked that for a gauge symmetry – defined as a local symmetry
acting differently at different spacetime points – her first theorem gives a current associated to the
symmetry that necessarily vanishes on-shell, up to total derivatives. These total derivatives imply
that Noether charges for gauge symmetries must be defined as surface integrals of \( d–2 \) forms, if \( d \)
is the spacetime dimension, i.e., as surface charges. This is the core of Noether’s second theorem.
This result should not be surprising, for instance, it is well-known that the total electric charge of a
system in electromagnetism is indeed defined as a surface integral, thanks to Gauss’ law.

The first discussion of the role of gauge symmetries and their surface charges appeared using
the Hamiltonian formalism in the seminal work of Regge and Teitelboim [60], see also [61].

Many years later, Barnich and Brandt [63] (see also [64]) formulated a general relation between
asymptotically conserved \( d–2 \) forms and gauge symmetries in Lagrangian gauge theories. The term
“asymptotically” refers here to the fact that these conserved forms are computed near the boundary
(not necessarily at infinite distance) on which the surface integral is evaluated, for specific boundary
conditions imposed on the fields. The mathematical foundation behind these results resides in
the variational bicomplex, constructed independently by Vinogradov [65–68] and Tulczyjew [69],
refined by Anderson [70], and applied to conservation laws by Anderson and Torre [71] (see also
[72]). The relationship between this formalism and the covariant phase space formalism of Wald
et al. is carefully reviewed e.g. by Compère [73]. Other useful reviews and theses on asymptotic
symmetries are [74–77].

As we will carefully discuss in the main body of these notes, the theory of asymptotic symme-
tries states that, given a choice of dynamics in the bulk of a spacetime with certain falloffs for the
dynamical fields near the boundary, only certain gauge transformations (called “allowed”) preserve
the falloffs of the fields. These allowed gauge symmetries can be separated in two categories at the
boundary, by evaluating the associated surface charges. If the charge vanishes, then the associated
symmetry is still a local one (called trivial), representing even in the presence of the boundary
a gauge redundancy of the theory. Contrarily, if the associated surface charge is non-vanishing,
then the associated symmetry is a physical transformation of the field space of the theory, mapping
a field configuration into an inequivalent one. These are sometimes called non-trivial or large
gauge symmetries. Non-vanishing surface charges then satisfy a potentially centrally extended
charge algebra, since their algebra is a projective representation of the algebra of asymptotic gauge
symmetries [78, 79], as we will prove in these notes. This procedure of finding which symmetry
is physical and which is trivial is the way physicists address the aforementioned debate. A crucial
ingredient is thus the definition of charges. In the absence of fluxes, that is, in a non-dissipative

\[ \text{Some relevant subsequent works based on this formalism are [51–58], see also the review [59].} \]

\[ \text{A discussion about the total mass of the system as surface charge appeared previously in the ADM formalism [62].} \]
system, charges are defined in a canonical way. For dissipative systems, different notions of charges appeared in the literature, and the guiding principle is focussed on physical assumptions rather than a mathematical prescription. In these notes we will analyse the tremendous progress that has been made in this topic in recent years.

The theory of asymptotic symmetries has been widely used in many dynamical theories, for a variety of boundary conditions, obtaining more and more general results over the years. An enlightening precursor is 3-dimensional anti-de Sitter (AdS$_3$) Einstein gravity, where, imposing Dirichlet boundary conditions at the conformal boundary, one recovers the well-known Virasoro algebra with Brown-Henneaux central extension [79]. In these notes, we will derive the asymptotic symmetry algebra and find the Brown-Henneaux central charge as an exercise. Another notable example is asymptotically flat Einstein gravity. The original motivation to study asymptotic symmetries in this context was to understand the properties of gravitational waves far away from the strong gravity regime, i.e., at asymptotic infinity [80–86]. As per the AdS$_3$ case mentioned above, one of the difficulties in doing so is that the boundary is located at conformally infinite distance from the bulk. The treatment of conformal boundaries goes back to Penrose [87, 88] (see also [89, 90]), and it is a standard procedure. Nonetheless, an a priori surprising result is that the group of asymptotic physical symmetries, even on empty Minkowski space, is not Poincaré but rather the infinite-dimensional Bondi–van der Burg–Metzner–Sachs (BMS) group at null conformal infinity [82, 83, 91] (see also the modern review [92]), where Abelian translations are enhanced to infinite-dimensional Abelian supertranslations. This opened the door to many interesting developments and results on asymptotic symmetries [93–98, 100–114]. In recent times, more and more relaxed boundary conditions and asymptotic symmetry groups have been found, that generalize the BMS group. The first series of papers in this direction are by Barnich and Troessaert [115–119] in which, among other things, it is realized that one can consider conformal Killing vectors of the boundary structure that are only locally invertible. Further generalizations followed [120–126], building bigger and bigger symmetry groups and leading to an appreciation of infinite-dimensional asymptotic symmetry groups also in 4-dimensional AdS Einstein gravity [140–143].

This quest of finding enlarged asymptotic symmetry groups spread in our community, and many papers relaxed boundary conditions, applied the theory of asymptotic symmetries to other boundaries, or studied them in other theories of gravity. For instance, efforts in 3-dimensional asymptotically flat Einstein gravity include [144–157], while 3-dimensional AdS Einstein gravity is treated in [158–168]. Asymptotic symmetries are also studied in the Newman-Penrose formalism, [169], in [170–175], and in the BV-BFV formalism in [176]. In 3-dimensions, Einstein gravity is a topological theory. On the other hand, one can construct theories of gravity that include Einstein gravity but possess a propagating massive graviton. Known examples are Topologically Massive Gravity (TMG) [177, 178] (see as well [179–183] for TMG with negative cosmological constant and holographic applications), and New Massive Gravity (NMG) [184]. Studying asymptotic symmetries in these theories allowed us to discover a rich symmetry structure, as discussed e.g. in [185–200]. In addition to asymptotic symmetries associated to bulk diffeomorphisms, a whole new class of physical symmetries can be derived using the first-order formulation of gravity, as done e.g. in [201–214]. As mentioned, the same procedure can also be applied to other boundaries

\*\*A whole tower of dual magnetic asymptotic charges has been recently derived, see [127–139].\*\*
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(and various boundary conditions, [215]). Indeed, enlarged asymptotic symmetry groups have been found at spatial infinity in [95, 216–223]. Another important example is a generic null hypersurface [224–236] and null boundary [237–241] (on a similar direction, see also [242, 243]), with particular focus on isolated horizons such as the black hole horizon [244–263]. It is in this context that Hawking, Perry and Strominger proposed to use asymptotic symmetries to tackle the information paradox [264–268]. The latter is based on Hawking’s old observation [269] that there would be loss of predictability of the final state if the black hole evaporated completely, because one could not measure the quantum state of what fell into the black hole. How does the information of the quantum state of infalling particles re-emerge in the outgoing radiation? Hawking, Perry and Strominger proposed that the information is stored in a specific $\text{BMS}$ transformation (a supertranslation, called soft hair) associated with the shift of the horizon caused by ingoing particles. This has opened the avenue to the study of black hole soft hairs [270–281]. The understanding of the information paradox is an extremely active subject of research nowadays, recently addressed using quantum extremal islands [282–288], see as well [289, 290] for a different perspective.

With all these new insights, enhancement of symmetries, and relaxation of boundary conditions, some problems arise in the theory of asymptotic symmetries. There are three essential features of the Noether charges that are not a priori guaranteed. First, the charges one obtains may not be conserved. The reason for this is the presence of fluxes at the boundary. Our perspective is that this is a feature, rather than an issue, but it should be stressed that this feature questions the interpretation of these quantities as charges used to label states, in the first place. Indeed, one should rather associate to non-conserved charges the meaning of observables, which can evolve in time, and become conserved only in the vacuum of the theory.

Secondly, and especially when dealing with boundaries at conformal infinite distance, charges may diverge. Counterterms can be added to the bulk action (or directly to the pre-symplectic potential) to cure these divergences. In AdS, counterterms are understood in the framework of AdS/CFT holographic renormalization [291–304]. A similar construction applies to the flat case, and the search of a universal renormalization scheme is a very active avenue of investigation [56, 305–309]. In this quest, the relationship between holographic anomalies [310–315] (see also [302, 316]) and asymptotic symmetries has been discovered in [167, 168, 304]. In the covariant phase space formalism à la Wald, the definition of charges comes from the Lagrangian. The former are codimension-2 forms while the latter is a top form. It is therefore not surprising that the notion of charges comes with built-in ambiguities. [48, 51, 53, 56, 317–319]. It is the choice of these ambiguities that allows us to properly renormalize divergent charges. Rather than a top-down mathematical prescription, ambiguities can be resolved using physical inputs on the system, and thus a variety of ambiguity-resolution procedures have been developed in the literature. On the other hand, in Anderson’s variational bicomplex, charges are derived from the equations of motion, with a unambiguous procedure [63, 70, 71], see also [320–322]. One can rephrase this result saying that Anderson’s procedure selects the ambiguities. The discussion on ambiguities is still an on-going interesting debate. To reiterate, the divergency of charges is the second issue, that we are learning how to cure better and better.

The last issue is that charges may not be integrable, meaning that one cannot integrate the

\footnote{There is no mathematical theorem proving this statement, but one can show that it holds case by case.}
phase-space variation on a path to obtain the charges. If this is the case, then the charge algebra is not represented by the Poisson bracket of charges, and the system is not closed. This issue is more challenging, and still a source of active discussions. To begin with, charges may still be integrable if one chooses the correct field-space variables. In lower-dimensional Einstein gravity, it has been shown that it is always possible to render charges integrable, which is compatible with the fact that the bulk theory is topological, [323, 324]. Applying this logic to 4 dimensions and higher, one can then isolate the physical non-integrable part. The next important question is: is this an issue to be cured, or a feature to be understood? For some authors, this is just a feature that indicates that the system is open, and there is leakage. In this direction, Barnich and Troessaert proposed a new notion of brackets [118] among the integrable parts of the charges, see also [239, 325, 326]. This bracket then retains most of the properties of the Poisson bracket, and allows us to understand the non-integrable part as being related to fluxes. This is a prescription to understand non-integrable systems, but we will adopt a different perspective here, which is to look for an enlarged phase space on which charges are all integrable, so a bigger symplectic structure on which charges are again canonical. This can be achieved introducing a particular set of extra dynamical fields [327–330], and thus working on a specific extended phase space. These extra phase-space variables come in gravitational theories from the embedding of corners, and are known as edge modes [327, 331–336], which are the core of a novel, thriving, area of investigation [320–322, 337–349]. One of the merits of this method to treat integrability is that the charge algebra is then realized by the standard Poisson bracket. As stated, we will mostly focus on this method, as edge modes are important elements of the corner proposal, and Poisson brackets will be crucial for the moment map. Eventually, independently of the perspective on the topic, the two approaches must be two different ways of understanding the same underlying physics. Nevertheless, a complete link between these two approaches has yet to be done.

Asymptotic symmetries are the underlying symmetry structure of holography. In the author’s view, a way to understand that gravity is holographic is readily written in Noether’s theorems: charges associated to gauge symmetries are codimension-2 quantities, that can be reinterpreted as global symmetries of a theory living on the codimension-1 boundary (references are given below in the context of AdS/CFT). This is arguably the strongest evidence that gravity (and all gauge theories, actually) is holographic.

Despite so, the word “holography” deserves more explanation. Indeed, it is here intended in a loose sense as the possibility of recasting gravity on a boundary theory. This however does not imply that from one boundary and finitely many degrees of freedom one can exactly reconstruct the full bulk gravitational phase space. This happens in AdS/CFT, when imposing Dirichlet boundary conditions on the conformal boundary, but one should not expect this to hold for all boundaries and all boundary conditions. Instead, one can (and should) expect that it is possible to recast asymptotic symmetries and the phase space of gravity near a boundary in terms of a theory fully intrinsic to the boundary. As mentioned above, the AdS$_3$ asymptotic-symmetry result fits nicely within the AdS/CFT correspondence [350–355], see also the early works [356, 357]. This correspondence states that (quantum) gravity on a $d$-dimensional asymptotically AdS spacetime is dual to a CFT in one dimension less, living on the boundary of AdS.$^6$ The asymptotic symmetries

---

$^6$From a geometric viewpoint, it is crucial that there exists a gauge for the bulk metric such that the latter is foliated
of AdS then become the global symmetries of the CFT on the boundary. A spin-off of the AdS/CFT correspondence is the fluid/gravity duality [360–375], in which the hydrodynamic limit is taken in the boundary field theory. In spite of the drawback that we lose microscopic information on the boundary theory, this limit is useful because it allows us to gain a more geometric control on the theory and its conservation laws.

One can naturally wonder if something similar to the AdS/CFT correspondence exists for an asymptotically flat spacetime. There are various ways to address this question, which are tackling the same problem from different angles. The first one is from the symmetries point of view. In the asymptotically flat case, the bulk asymptotic symmetry group is $BMS$, so the dual field theory should be a $BMS$-field theory. A crucial result is that the $BMS_d$ group is isomorphic to the level-2 conformal Carroll group $CCarr_{d-1}$, when the spatial non-degenerate metric is a $(d-2)$-sphere [379–382]. This opened the door to the study of $BMS$- or Carroll-field theories, as putative holographic duals to gravity in asymptotically flat spacetimes. Early works in this direction are [383–386], see also [387] for a different viewpoint. More recently, field-theoretical efforts include [388–403], while a more group-theoretical take on the topic is [404]. The second approach to asymptotically flat holography is based on the flat limit of hydrodynamics and the fluid/gravity correspondence [405–410], see also [411–414] for non-hydrodynamic approaches to the flat and other interesting limits of AdS/CFT. This requires the understanding of Carrollian fluids [415–420]. As for the AdS case, the advantage of this approach is the higher control one obtains on the geometric aspects. In a loose sense, rather than Carrollian hydrodynamics one should refer to this holographic setup as Carrollian geometro-hydrodynamics, because the degrees of freedom composing the dual fluids are dictated by the boundary Carrollian geometry.

The third and last approach to asymptotically flat holography is what is known as celestial holography (see the reviews [421–423], and [424]). This approach is also field-theoretical, but exploits the fact that the dual theory can be seen as a CFT living on the codimension–2 space at infinity, colloquially known as the celestial sphere (and thus the CFT called celestial CFT, CCFT). This framework was built off the observation of Strominger et al. that gravity and gauge theories in asymptotically flat spacetimes are governed in the infrared by a triangular equivalence: soft theorems can be recast as conservation laws associated to non-trivial bulk gauge symmetries (interpreted as boundary Ward identities), while memory effects are observable signatures of these asymptotic symmetries. Tremendous advancements have been gathered in recent years, in each corner of the triangle. Asymptotic symmetries in this context have been studied e.g. in [425–443]. They act on the celestial sphere generating conserved charges at this specific corner, and thus they are readily interpreted as corner symmetries, see below. Soft theorems, introduced in [444, 445], have been linked to asymptotic symmetries and memory effects in [120, 446–465]. Lastly, memory effects, originally proposed in [466–471], are analysed in this context in [472–480]. Independently from repercussions on the infrared triangle, there have been a lot of intrinsic developments in CCFT and the understanding of the $S$-matrix, see [481–504]. Furthermore, the structure of IR divergences in celestial holography has been analysed in [505–512].

Fascinatingly, celestial holography is slowly filling an important gap between asymptotic by timelike hypersurfaces [358, 359], and Einstein equations are a Hamiltonian problem in the holographic coordinate.

The Carroll group was discovered by Levy-Leblond and Sen Gupta in [376, 377] as a particular $c \rightarrow 0$ contraction of the Poincaré group, see also [378].
symmetries and scattering amplitudes in asymptotically flat spacetimes, thanks to the introduction of a new observable, the celestial amplitude. The scattering amplitude community is thriving, and this link made by the celestial holography proposal is opening the door to a deep exchange of knowledge, with fruitful results for both sides, see the non-exhaustive list of works in this direction [513–527]. Loop corrections to the celestial amplitude have been studied in [528–532], while double-copy techniques have been applied to this problem in [533–536]. The infrared triangle is just the visible tip of a much deeper iceberg. A whole new algebra of symmetries recently emerged in CCFT, the $w_{1+∞}$ algebra, [537–543], related to asymptotic symmetries in [544]. This new discovery indicates that the boundary theory retains profound knowledge of the bulk, perhaps deeper than expected, and thus there is yet a lot to be unravelled and understood.

The celestial sphere is just a specific instance of a codimension $-2$ surface, on which Noether charges associated to gauge symmetries have support. Recently, there has been an appreciation of these surfaces from a purely geometric point of view, which led to the formulation of the corner proposal [55, 320–322, 327, 328, 332, 334, 336, 343, 545, 546], see also [214]. In this setup, the term “corner” indicates a generic codimension-$2$ surface on which surface charges are evaluated. The non-trivial gauge symmetry algebra is then an essential tool to reformulate geometric observables in an algebraic language, amenable to quantization. This proposal is based on the concept of local holography. In this context, the idea is that the geometry is included into the charge algebra, the quantum kinematics into its representations, and the quantum dynamics into fusion properties. It is thus a shift of paradigm that focuses on universal quantities that are expected to survive in a quantum theory of gravity. Restated in other words, classical dynamics, a spacetime, and gauge symmetries, are not expected to survive in the quantum realm of gravity. Nonetheless, corners and their charge algebra could survive, and be an organising principle for quantum observables. This is the main underlying idea of the corner proposal: a refocusing on corners and charges, rather than spacetime and classical dynamics.

We will spend considerable time in these notes explaining this proposal. In practice, many questions must be addressed in order to make the latter concrete. A main question is whether gravity provides a maximal group of symmetries at generic corners, so that we can focus on its representations only. We recently found a maximal non-trivial asymptotic symmetry algebra at isolated corners [55, 545, 546], thus providing a universal corner symmetry group ($UCS$). Various sub-groups give rise to known asymptotic symmetry groups found in the literature, both for asymptotic corners (such as the celestial sphere), and finite distance corners (such as codimension$-2$ surfaces on the black hole horizon). In these notes we will solve as an exercise the reformulation of the near horizon symmetries [194] in terms of corner symmetries, in a gauge-free formalism. Another important question we recently addressed is whether there exists a well-defined Poisson bracket representing the charge algebra at corners in full generality. The answer to this question is positive, thanks to the introduction of edge modes, and it is ultimately related to the issue of integrability we previously discussed [328, 329], see also [330, 347–349]. The existence of a universal symmetry group, canonically realized on the extended phase space, is a promising starting point for the corner proposal.

The next natural step is then to study representations of the $UCS$. We will discuss this in the last part of these notes. The $UCS$ is a complicated group, and little is known about its representations. One tool is the so-called coadjoint orbit method, proposed by Kirillov [547–551], and subsequently
analysed in [552–562]. This method instructs us to study symplectic leaves in the dual algebra, which has a natural Poisson structure. On the symplectic leaves there is then a symplectic form, called the Kirillov-Konstant-Souriau form, [548, 552, 563, 564], and thus there is a natural Poisson bracket. This is also the starting point of the theory of geometric quantization (proposed in [552, 563, 565, 566], see also [550, 567–583]), and applying the latter to corner symmetries is part of our agenda. The coadjoint orbit method is a powerful tool that found physical applications in [148, 149, 343, 546, 584–592], see also [593–597] for examples of geometric action constructions. We will show in these notes how we can use this method to make a step further in the corner proposal. Although it is still an active research avenue, progress has been made in this direction in [546], by thinking of the UCS in terms of the automorphisms of an Atiyah Lie algebroid. Atiyah Lie algebroids, introduced in [598–601] (see also [602, 603]), are geometric structures that can be used to mathematically formulate gauge theories [604–610], and a recasting of the corner proposal in this framework is expected to have far-reaching consequences. In particular, representations are then given by bundles associated to the algebroid.

The notes are organised as follows. Sec. 2 is devoted to symmetries. We start in Subsec. 2.1 with an introduction to the covariant phase space formalism, the backbone of Noether’s theorems, that we then state in Subsec. 2.2. There, the Poisson bracket among charges is shown to projectively represents the vector fields Lie bracket. We then propose an exercise in Subsec. 2.3, on how to compute Noether charges using the covariant phase space formalism in electromagnetism. In particular, we discuss the total electric charge of the system in these terms. Subsequently, we state in Subsec. 2.4 the procedure to go from a gauge theory to its Noether charges, the core of the asymptotic symmetries theory. When applied to gravity, this procedure produces charges that could be non-conserved, divergent, or non-integrable. We discuss this, and possible resolutions, in Subsec. 2.5. We conclude this Section applying these results to AdS$_3$ with Dirichlet boundary conditions, recovering the well-known Virasoro algebra with Brown-Henneaux central extension [79], in Subsec. 2.6.

In Sec. 3 we turn our attention to the geometric structure underlying Noether charges, the corners. We show in Subsec. 3.1 how embeddings play an important role. Afterwards, we demonstrate in Subsec. 3.2 the existence of a maximal finitely-generated sub-algebra of the bulk diffeomorphisms at corners, the so-called Universal Corner Symmetry (UCS). Applying this to finite distance corners, we discuss in Subsec. 3.3 how Noether charges give a faithful representation of the Extended Corner Symmetry group (ECS), and how the latter is nested in the UCS. At generic finite-distance corners there is leakage and the covariant phase space produces non-integrable charges. However, one can introduce edge modes to render all charges integrable, by working in an extended phase space, as we prove in Subsec. 3.4. As mentioned previously, we then propose as an exercise in Subsec. 3.5 the reformulation of the near horizon symmetries [194] in terms of corner symmetries. This raises interesting questions concerning the gauge-fixing approach.

Eventually, we state in Sec. 4 the corner proposal. The main idea, explained in Subsec. 4.1, is to refocus our attention on charges and corners, as the fundamental ingredients of gauge theories. The fact that there exists a universal symmetry group is very useful, but in practice only certain sub-algebras are dynamically realised, as we argue in Subsec. 4.2. Nonetheless, it is the UCS that one needs to study, and finding representations is a challenging task. We then devote the rest of this Section to an explanation of various ideas and instruments that we have to tackle the study of
representations. We present the coadjoint orbit method in Subsec. 4.3, discussing how it is one of the best tools at our disposal to achieve our goal. The $U\Sigma$ contains diffeomorphisms of the corner, which are complicated to treat. In 2 bulk dimensions, or at a single point on the codimension–2 corner, we apply the coadjoint orbit method in Subsec. 4.4 and find the Kirillov-Kostant-Souriau two-form on orbits. Reintroducing corner diffeomorphisms, in Subsec. 4.5 we recognize in the Atiyah Lie algebroid the correct geometric framework to study orbits and representations. From the algebroid perspective, this is achieved by introducing associated bundles. We show how an associated rank–2 affine bundle gives rise to two normal coordinates, and thus how the associated representation can be thought of as probing the classical spacetime in the proximity of the corner. We conclude the section with Subsec. 4.6, where we introduce the concept of moment maps, and provide explicit examples of the latter as an exercise. In Sec. 5, we offer a summary of the material treated and a digression on open questions and future directions.

2. Symmetries

There is a lot of recent activity focussed on understanding new symmetries in physics and revisiting old results. Non-invertible, generalized, higher-form symmetries are some examples of recent avenues of investigation in the topic. To enumerate all recent results is obviously far from the scope of these lectures; we will rather focus on global and local symmetries firstly, and later on local symmetries only, as they are the main actor in the theory of asymptotic symmetries and the corner proposal.

The naive textbook definition of global and local symmetries is that the latter are generated by spacetime-dependent parameters while the former are generated by constant-in-spacetime ones. Then, global symmetries are physical, acting non-trivially on the system, whereas local symmetries are redundancies, i.e. gauge symmetries, simply expressing our ignorance in defining the physical variables of said system. As we will discuss in detail, this textbook definition is too naive, because there are local symmetries that become physical in the presence of boundaries. The method one should use to distinguish trivial symmetries from physical ones is not whether they are generated by constant parameters or not, but rather whether they have vanishing associated charges or not. The tools to address this question, the celebrated Noether’s theorems, are ubiquitous in theoretical and mathematical physics.

There are two main frameworks that we can use to study Noether’s theorems, each coming with some advantages and drawbacks:

- Hamiltonian approach [7, 8, 60, 61]: in this framework, time and space are split, and one studies the evolution of trajectories in phase space. The pros are: it is a robust, unambiguous formulation, and it is the closest approach of classical physics to quantum physics. The cons are mainly two. First it can become quickly a technical and heavy machinery. Second, and more importantly for the discussion here, it explicitly breaks spacetime covariance.

- Lagrangian approach [5, 6, 10]: instead of an evolutionary problem, the phase space here is thought of as the set of solutions to the equations of motion of the theory. The latter can be shown to be in one to one correspondence with the space of evolution of trajectories. The
pros are that it is easier to manipulate, and retains spacetime covariance. The cons are that it is more ambiguous, and sometimes it is harder to gather physical intuition with it.

It is in the Lagrangian approach that we will express Noether’s theorems. In this approach, the so-called covariant phase space formalism applies, which is the framework we will use for the rest of these lectures. It stems from Noether’s works, but it reached its final form thanks to the works of Wald et al. [46–50]. We refer to the Introduction for a complete list of references.

2.1 Covariant Phase Space

The idea is to develop the calculus both in spacetime and in field space.

**Spacetime calculus**  Consider a differentiable manifold $M$. Prior to a metric structure, one can introduce the de Rham calculus on the space of forms. Given a vector field $\xi \in TM$, a one form is an application from $TM$ to $C^\infty(M)$, that is, an element of the dual bundle $T^*M$. A generic $p$–form is an element of $\wedge^p T^*M$, where the symbol $\wedge$ stands for the wedge (skew-symmetric) product. The space of all forms constitutes the de Rham complex

$$\Omega^*(M, \mathbb{R}) := \bigoplus_{n=0}^{\dim M} \wedge^n T^*M,$$

where $0$–forms are scalars, and the maximal degree of a form is the dimension of the manifold, $d = \dim(M)$. We will denote by $d$ and $i$ the exterior derivative and interior product on this complex, respectively. The exterior derivative increases the form degree by one, while the interior product decreases it by one. The exterior derivative is assumed to be a co-boundary on the complex, which means that it is a nilpotent operation $d^2 = 0$. The Lie derivative compares these two operations when applied in different orders,

$$L_\xi := di_\xi + i_\xi d,$$

and thus it does not change the form degree. This formula is sometimes referred to as Cartan’s magic formula. In the following, we will repeatedly use that two interior products anti-commute, that $i_\xi$ of a scalar is zero, and $d$ of a spacetime top-form vanishes.

**Variational calculus**  One can reproduce these results on the field space. A field space $\Gamma$ is defined as the space of all possible field configurations. It is assumed to be a differentiable manifold. One can thus introduce a calculus on the space of forms on such manifold, called variational calculus. Given a vector field $V \in T\Gamma$, a one form is an application from $T\Gamma$ to the space of functionals, $F = C^\infty(\Gamma)$. A generic $p$–form is an element of $\wedge^p T^*\Gamma$, and the space of all forms constitutes the variational complex

$$\Omega^*(\Gamma, F) := \bigoplus_{n=0}^{\dim \Gamma} \wedge^n T^*\Gamma,$$

where $0$–forms are now functionals. We will denote by $\delta$ and $I$ the exterior derivative and interior product on this complex, respectively, with $\delta^2 = 0$. The exterior derivative increases the form degree by one, and it is what we commonly refer to as a field variation, while the interior product
decreases it by one, and we usually think of it as a field contraction. Cartan’s magica formula then gives the Lie derivative

$$\mathcal{L}_V := \delta I_V + I_V \delta.$$  \hfill (4)

One can put together spacetime and field-space forms to form the variational bicomplex, defined on \((M, \Gamma)\). This is the basic ingredient of Anderson’s theory [70, 71], although we will not explore this theory here, but just confine to the covariant phase space. We will use the notation “\((p, q)\)-form” to refer to a form on the bicomplex which is a spacetime \(p\)-form and a field-space \(q\)-form. On the bicomplex, one can construct an exterior derivative which is \(d + \delta\). The latter is nilpotent if \(d\delta = -\delta d\). In the following, we will repeatedly use that \(I_V\) of a functional is zero, and that two interior products anti-commute. Unless stated otherwise, we will also assume that vector fields in \(TM\) are field-independent, such that \(\delta \xi = 0\), for all \(\xi \in TM\).

**Lagrangian theory** Let us apply this formalism to a Lagrangian theory. The action reads

$$S = \int_M L.$$  \hfill (5)

The Lagrangian \(L\) is thus a top form in spacetime, and does not contain field variations, so it is a functional of the fields \(\varphi \in \Gamma\). Given that \(d=\text{dim}(M)\), the Lagrangian is a \((d, 0)\)-form, in the language just established.

Under an arbitrary field variation \(\varphi \to \varphi + \delta \varphi\), it is always possible to rewrite the Lagrangian as a term linear in the variations, and a total derivative

$$\delta L = \text{EOM} \delta \varphi + d\theta.$$  \hfill (6)

This is an important equality. The first term on the right-hand side of (6) gives the equations of motion of the theory, while \(\theta\) is the local pre-symplectic potential (we will explain shortly the “pre-”). It contains a field variation and appears with a total derivative in spacetime, so it is a \((d - 1, 1)\)-form. Suppose \(M\) has a boundary \(\partial M\). Denoting by \(\hat{=}\) an equality that holds only on shell of the equations of motion, we then have

$$\delta S = \int_M \delta L = \int_M (\text{EOM} \delta \varphi + d\theta) \hat{=} \int_{\partial M} \theta.$$  \hfill (7)

The local pre-symplectic form is defined as \(\omega := \delta \theta\), which is a \((d - 1, 2)\)-form. This local expression can be integrated on a Cauchy slice \(\Sigma\) to give the so-called pre-symplectic 2–form

$$\Omega := \int_\Sigma \omega,$$  \hfill (8)

which is thus a \((0, 2)\)-form. This quantity is a crucial ingredient of the theory, because it carries the Poisson bracket, as we will see.

Consider a vector field \(V \in T\Gamma\) which is an isometry of \(\omega\), that is, \(\mathcal{L}_V \omega = 0\). Using that \(\delta \omega = \delta^2 \theta = 0\), we get

$$\mathcal{L}_V \omega = (I_V \delta + \delta I_V) \omega = \delta (I_V \omega) = 0.$$  \hfill (9)

Assuming trivial cohomology in the space of 1–forms on \(\Gamma\) (or else assuming \(\mathcal{L}_V \theta = 0\)), we derive

$$\delta I_V \omega = 0 \implies I_V \omega = -\delta J_V,$$  \hfill (10)
for a \((d-1,0)\)–form \(J_V\). Notice that we will disregard embeddings in this first part, to connect to older parts of the literature, and thus we will perform manipulations such as

\[
\delta \Omega = \delta \int_\Sigma \omega = \int_\Sigma \delta \omega = 0. \tag{11}
\]

This kind of manipulations is not harmless, and it is by understanding it carefully that the theory of embeddings in the covariant phase space emerged. This will be the core of Sec. 3. Assuming (11) holds, one defines the global functional \(H_V\) via

\[
I_V \Omega = -\delta H_V, \quad H_V := \int_\Sigma J_V. \tag{12}
\]

A vector field \(V\) in \(T\Gamma\) that satisfies \(\mathcal{L}_V \Omega = 0\) is called a symplectomorphism. A vector field satisfying (12) is called a Hamiltonian vector field. For trivial cohomology, no distinction is required, for all symplectomorphisms are Hamiltonian.

We have introduced all the ingredients necessary to formulate Noether's theorems. We reiterate that we are here considering a setup where there are no issues coming from symplectic or spacetime fluxes, and the charges we will construct are assumed to be integrable, conserved, and finite, even without a careful treatment of embeddings (assuming (11)). In this setup, charges come directly from contracting the pre-symplectic 2–form. These are called canonical charges, and are unanimously defined in the literature to be the physical charges. We will review later what happens when these assumptions fail, and the possible resolutions. In particular, the assumptions made here are too stringent to describe a general gravitational system (or more precisely to describe all asymptotic symmetries in such system), where charges cannot be constructed canonically from the pre-symplectic 2–form, due to fluxes. There are many proposals addressing this problem, as we will review in the following.

2.2 Noether’s Theorems and Charge Algebra

The quantity \(J_V\) introduced above is called the local Noether current. Its expression depends on the nature of the symmetry.

**Internal symmetry** We directly compute

\[
-\delta J_V = I_V \omega = \Sigma_V \theta - \delta I_V \theta. \tag{13}
\]

If one assumes that \(\Sigma_V \theta = 0\), then

\[
J_V = I_V \theta, \tag{14}
\]

modulo \(\delta\)-exact terms. Note that we have not imposed the equations of motion at this stage.

**Spacetime symmetry** To distinguish this case from the previous one, we refer to the vector field in field space associated to a spacetime vector field \(\xi\) as \(V_\xi\). We compute as before

\[
-\delta J_{V_\xi} = I_{V_\xi} \omega = \Sigma_{V_\xi} \theta - \delta I_{V_\xi} \theta. \tag{15}
\]

Now, however, one has that \(\Sigma_{V_\xi} \theta = \mathcal{L}_\xi \theta\), because we are dealing with spacetime transformations (this is background independence, in the usual language, \(\delta V_\xi = \mathcal{L}_\xi\)). Then we get

\[
-\delta J_{V_\xi} = \mathcal{L}_\xi \theta - \delta I_{V_\xi} \theta = i_\xi d \theta + di_\xi \theta - \delta I_{V_\xi} \theta. \tag{16}
\]
If we assume that \(d\xi \theta\) pulls back to zero at the boundary under scrutiny,\(^8\) and we go on-shell, we obtain
\[
J_{V\xi} \doteq I_{V\xi} \theta - i_{\xi} L,
\]
again modulo \(\delta\)-exact terms. In contrast to the previous derivation, we here assumed the equations of motion. This current is called the local weakly-vanishing Noether current because, as we show hereafter, it is identically zero on-shell, modulo \(d\)-exact terms.

**Noether’s first theorem** This theorem states that given a global symmetry, there is an associated codimension-1 conserved quantity. To show this, we evaluate the field-space Lie derivative of the action under the symmetry in question
\[
\mathcal{L}_V S = \int_M (I_V \delta + \delta I_V) L = \int_M I_V \delta L = \int_M (I_V (\text{EOM} \delta \varphi) + dI_V \theta).
\]
If \(V\) is a global symmetry, then \(\mathcal{L}_V S = 0\). Using (14), we get
\[
dJ_V = -I_V (\text{EOM} \delta \varphi) \doteq 0.
\]
So the local Noether current is conserved on-shell. This implies that the global functional
\[
H_V := \int_\Sigma J_V,
\]
is the integral of a codimension-1 conserved global charge on-shell, and it is called the Noether charge.

**Noether’s second theorem** This theorem states that given a gauge symmetry, there is an associated codimension-2 conserved quantity. This means that\(^9\)
\[
J_V \doteq dQ_V.
\]
Conservation then follows straightforwardly from \(d^2 = 0\). Let us show that this current is at best a \(d\)-exact term on-shell. To show this, we evaluate the field-space Lie derivative of the action under the symmetry in question
\[
\mathcal{L}_V S = \int_M (I_V \delta + \delta I_V) L = \int_M (I_V (\text{EOM} \delta \varphi) + dI_V \theta) = \int_M I_V (\text{EOM} \delta \varphi) + \int_{\partial M} I_V \theta.
\]
If \(V\) is an internal gauge symmetry, then we have \(\mathcal{L}_V S = 0\) and we proceed as before. If, on the other hand, \(V = V_{\xi}\) is associated to a spacetime symmetry, then we have \(\mathcal{L}_{V\xi} S = \mathcal{L}_\xi S\). So we compute
\[
\mathcal{L}_{\xi} S = \int_M \mathcal{L}_{\xi} L = \int_M i_{\xi} L = \int_{\partial M} i_{\xi} L.
\]
\(^8\)It is this assumption that is problematic in general, with fluxes, and led to different appreciations of the Noether current in the literature, see below.

\(^9\)We generically refer to a vector field in field space as \(V\). When some properties apply only to a \(V\) associated to a spacetime diffeomorphism, we use \(V_{\xi}\). We will call the charge \(H_{\xi}\) instead of \(H_{V\xi}\), simply to be compatible with the common notation in the literature.
Equating (22) with (23) we gather
\[ \int_{\partial M} I_{\xi} \theta = \int_{\partial M} i_\xi L \quad \implies \quad J_{\xi} \hat{=} dQ_\xi. \] (24)

Proceeding as before, we define the global functional
\[ H_\xi := \int_{\Sigma} J_{\xi}. \] (25)

However, this becomes a codimension−2 conserved charge on-shell. Indeed, if the hypersurface Σ has a codimension−2 surface \( S = \partial \Sigma \) at its boundary, we obtain
\[ H_\xi \hat{=} \int_{S} dQ_\xi = \int_{S} Q_\xi. \] (26)

This is again called the Noether charge, but for gauge symmetries. Given its codimension−2 nature, it is sometimes referred to as surface charge. The surface \( S \) is generically called a corner, and so this charge is also called a corner charge, in the recent literature. To link to the discussion in the Introduction, it is this theorem that determines whether a gauge symmetry, in the presence of a boundary, is still a pure gauge transformation or becomes physical. In fact, this distinction is encoded in whether the associated Noether charge vanishes or not, respectively. We will discuss this in Subsec. 2.4.

**Poisson bracket**  A symplectic 2–form has two properties, it is closed in field space, and it is non-degenerate:
\[ \delta \Omega = 0, \quad I_V \Omega = 0 \iff V = 0. \] (27)

The reason why we used the expression “pre-”symplectic so far is that non-degeneracy is not guaranteed, and indeed there are in general zero modes, that is, non-vanishing symmetries that annihilate \( \Omega \). Once these modes are removed (by quotienting these symmetries out), the symplectic 2–form carries a Poisson bracket representation of the charge algebra. Consider \( V, W \in T\Gamma \), then we define the Poisson bracket between symplectomorphisms as
\[ \{ H_V, H_W \} = \mathcal{L}_W H_V. \] (28)

Using this definition and the fact that \( V, W \) are symplectomorphisms, one easily proves that the bracket is skew symmetric
\[ \{ H_V, H_W \} = I_W \delta H_V = -I_W I_V \Omega = I_V I_W \Omega = -I_V \delta H_W = -\{ H_W, H_V \}. \] (29)

The Poisson bracket is a fundamental ingredient in the theory of asymptotic symmetries, as it gives rise to the symmetry principle organising observables of a given theory. Along the way, we have also shown that
\[ \{ H_V, H_W \} = I_V I_W \Omega, \] (30)

which demonstrates that the symplectic 2–form determines the Poisson bracket of the theory.

Consider now spacetime symmetries, where the definition (28), given two spacetime vector fields \( \xi, \zeta \in TM \), reads
\[ \{ H_\xi, H_\zeta \} = \mathcal{L}_{\xi} H_\zeta. \] (31)
On the other hand, we also have in this case the Lie bracket of vector fields in $TM$

$$[\xi, \zeta] = \mathcal{L}_{\xi} \zeta.$$  

How is the Poisson bracket of charges (and thus the charge algebra) related to the Lie bracket of vector fields (and thus the symmetry algebra)? To answer this question, we need to demonstrate the following result. Given two symplectomorphisms $V_{\xi}$ and $V_{\zeta}$, one has

$$I_{V_{\xi}, V_{\zeta}} \Omega = \delta \{ H_{\xi}, H_{\zeta} \}. \quad (33)$$

Let us prove this. Using $I_{[V_{\xi}, V_{\zeta}]} = I_{V_{\xi}, V_{\zeta}}$, and recalling the calculus identity

$$I_{V_{\xi}} \Omega = \delta I_{V_{\xi}} \Omega,$$  

we get

$$I_{V_{\xi}, V_{\zeta}} \Omega = \delta I_{V_{\xi}} \Omega = \delta I_{V_{\zeta}} \Omega.$$  

The last term vanishes, for $V_{\xi}$ is a symplectomorphism, and thus

$$I_{V_{\xi}, V_{\zeta}} \Omega = \delta I_{V_{\xi}} \Omega + \delta I_{V_{\zeta}} \Omega.$$  

Using $\delta \Omega = 0$, we can rewrite $I_{V_{\xi}} \delta I_{V_{\zeta}} \Omega = I_{V_{\xi}} \Omega = 0$, because also $V_{\zeta}$ is a symplectomorphism, such that we eventually gather

$$I_{V_{\xi}, V_{\zeta}} \Omega = \delta I_{V_{\xi}} \Omega = \delta \{ H_{\xi}, H_{\zeta} \},$$  

which is exactly what we wanted to prove, eq. (33). Using similar manipulations, we leave as an exercise to prove that the Lie bracket Jacobi identity induces the Poisson bracket Jacobi identity.

We wish to establish the relationship between the charges and the vector fields algebras. First we observe that the identity $I_{V_{\xi}} \Omega = -\delta H_{\xi}$ sets a correspondence between the field-space vector field $V_{\xi}$ and the functional $H_{\xi}$. This correspondence is cohomological: two charges $H_{\xi}$ and $H_{\xi} + \kappa$ with $\delta \kappa = 0$ correspond to the same vector field $V_{\xi}$. From (33), it similarly follows that $\{ H_{\xi}, H_{\zeta} \}$ and $\{ H_{\xi}, H_{\zeta} \} + \kappa_{\xi, \zeta}$ with $\delta \kappa_{\xi, \zeta} = 0$ correspond to the same vector field $V_{[\xi, \zeta]}$. Consider thus

$$-\delta H_{[\xi, \zeta]} = I_{V_{[\xi, \zeta]}} \Omega = \delta \{ H_{\xi}, H_{\zeta} \}.$$  

From the cohomological argument above, we then deduce

$$\{ H_{\xi}, H_{\zeta} \} = -H_{[\xi, \zeta]} + \kappa_{\xi, \zeta}, \quad (39)$$

as long as $\delta \kappa_{\xi, \zeta} = 0$. What we have just shown is that the Poisson bracket of charges represents the Lie bracket of symmetries projectively. A constant in field space (like $\kappa$) appearing in the Poisson bracket is known as a central extension, where the word “central” means that it commutes with all generators of the algebra ($\delta \kappa = 0$). So another way to restate this result is that the charge algebra represents the symmetry algebra modulo central extensions. This is a general and important result. We will later show an example of this in AdS$_3$ gravity, where the central extension will be proportional to the well-known Brown-Henneaux central charge.

Before presenting the general theory of asymptotic symmetries, we familiarize with the construction of conserved quantities for gauge symmetries in a simple example.
2.3 Exercise: Electromagnetism

In this exercise, we will compute the Noether charges in electrodynamics, to get acquainted with the formal discussion of the previous Subsections.

Consider classical electrodynamics in 4 spacetime dimensions, on a flat background. The top-form Lagrangian, in suitable units, reads

$$ L = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} Vol_M, $$

where $Vol_M$ is the volume form on $M$, that is, $Vol_M = \star 1$, with $\star$ denoting Hodge duality. We define the field strength

$$ F = dA = \frac{1}{2} F_{\mu\nu} dx^\mu \wedge dx^\nu, \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu, $$

with $A = A_\mu dx^\mu$ the $U(1)$ Abelian gauge connection.

Q1) Prove that $S = -\frac{1}{2} \int_M F \wedge \star F$

We first familiarise with manipulations and conventions involving $Vol_M$. Starting from the definition of the Hodge star $Vol_M = \star 1 = \frac{1}{4!} \epsilon_{\alpha\beta\gamma\delta} dx^\alpha \wedge dx^\beta \wedge dx^\gamma \wedge dx^\delta$, we derive the familiar expression

$$ Vol_M = -\frac{1}{4!} \epsilon_{\alpha\beta\gamma\delta} \epsilon^{\alpha\beta\gamma\delta} dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3 = dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3, $$

where we used $\epsilon_{\alpha\beta\gamma\delta} \epsilon^{\alpha\beta\gamma\delta} = -4!$.

We then evaluate explicitly, using these relations and the skew-symmetry of $F^{\mu\nu}$,

$$ F \wedge \star F = \frac{1}{2} F_{\mu\nu} dx^\mu \wedge dx^\nu \wedge \left( \frac{1}{4!} \epsilon_{\alpha\beta\gamma\delta} \epsilon^{\gamma\delta} dx^\alpha \wedge dx^\beta \right) $$

$$ = -\frac{1}{8} F_{\mu\nu} \epsilon_{\alpha\beta\gamma\delta} F^{\gamma\delta} \epsilon^{\mu\nu\alpha\beta} Vol_M $$

$$ = \frac{1}{4} F_{\mu\nu} \epsilon^{\mu\nu\gamma\delta} \left( \delta^\gamma_\mu \delta^\delta_\nu - \delta^\gamma_\nu \delta^\delta_\mu \right) Vol_M $$

$$ = \frac{1}{2} F_{\mu\nu} F^{\mu\nu} Vol_M. $$

Consequently

$$ S = -\frac{1}{2} \int_M F \wedge \star F = -\frac{1}{4} \int_M F^{\mu\nu} F_{\mu\nu} Vol_M, $$

as desired.
Q2) **Compute the local pre-symplectic potential** $\theta$ and the equations of motion

The gauge connection $A$ is the dynamical field of the theory in question, and thus it is part of the field space $\Gamma$. We will derive $\theta$ working exclusively in form language. We explicitly evaluate (recall $d \delta = -\delta d$)

$$
\delta S = -\frac{1}{2} \int_M \delta (F \wedge \ast F) = \int_M d(\delta A) \wedge \ast F = \int_M d(\delta A \wedge \ast F) - \int_M \ast F \wedge \delta A.
$$

(50)

Comparing this result with (6), we obtain

\[ EOM: \ d \ast F = 0, \ \theta = \delta A \wedge \ast F. \]

(51)

As expected, the equations of motion $d \ast F = 0$ are Maxwell equations (together with the Bianchi identity $d F = d^2 A = 0$), and we read off the local pre-symplectic potential.

Q3) **Show that** $\delta \lambda A := IV_\lambda \delta A$ **is a gauge transformation, and compute the Noether current. Does Noether’s second theorem apply?**

To prove that $\delta \lambda A$ is a gauge transformation, we have to show that the field strength is invariant

$$
IV_\lambda \delta F = -IV_\lambda d \delta A = -d^2 \lambda = 0.
$$

(52)

Then, to compute the Noether current, we must evaluate (note that $\delta \lambda = 0$)

$$
IV_\lambda \Omega = \int_S IV_\lambda \omega = \int_S IV_\lambda \delta \theta = \int_S IV_\lambda (\delta A \wedge \ast d \lambda A) = \int_S (d \lambda \wedge \ast d A) = -\int_S \delta (d \lambda \wedge \ast d A).
$$

(53)

From the general expression (12), we read off the Noether current

$$
H_A = \int \lambda \wedge \ast d A, \quad J_{V_A} = d \lambda \wedge \ast d A.
$$

(54)

Since the symmetry in question is gauge, Noether’s second theorem must hold, that is, it should be possible to rewrite $J_{V_A}$ as an on-shell total derivative, (21). This is straightforward to prove:

$$
J_{V_A} = d \lambda \wedge \ast d A = d(\lambda \wedge d A) - \lambda d \wedge \ast F \equiv d(\lambda \wedge d A), \quad Q_A = \lambda \wedge F.
$$

(55)

Q4) **Compute the Noether charge, and find the simplest value for which it is conserved. What is the physical quantity associated?**

We compute

$$
H_\lambda = \int J_{V_A} \widehat{=} \int d(\lambda \wedge \ast F) = \int S \lambda \wedge \ast F.
$$

(56)

Here we have been generic concerning the Cauchy surface $\Sigma$ and its boundary $S$. For simplicity, and concreteness, we can assume that $S$ is a 2-sphere at fixed value of the radius $r$ and at fixed time. Then, we observe that $H_\lambda$ is trivially conserved if $\lambda$ is a constant $\lambda_0$. The conserved quantity in question is thus

$$
H_{\lambda_0} = \lambda_0 \int S \ast F,
$$

(57)
which is the total electric charge of the system. Note that this is not the only conserved quantities. Depending on the codimension–2 surface location, there can be other values of \( \lambda \) that lead to conserved quantities. Note also that in this simple example we are essentially using the Gauss law of electrodynamics.

The aim of this exercise was to familiarize with Noether’s second theorem, and the fact that there are conserved charges associated to gauge symmetries, which have support on codimension–2 surfaces. We now continue and formulate the general theory of asymptotic symmetries.

2.4 Asymptotic Symmetries

Consider a manifold \( M \) (the bulk) with boundary \( B \) and a field space \( \Gamma \). A classical dynamical theory is defined by the following steps\(^{12}\)

S1. Dynamics on \( M \).

S2. Boundary conditions \( \Gamma \mid_B \), that is, the behaviour (falloffs) of the bulk fields near the boundary.

S3. In case of a gauge theory, a gauge fixing for the bulk fields.

The last point is subtle, and it is a feature that is often abused in the literature. In principle, one should compute the conserved charges of the theory without gauge fixing, and show that the gauge symmetry needed to fix the gauge is indeed a trivial symmetry transformation, with vanishing associated charges. In practice, however, it is sometimes impossible to compute Noether charges without some restrictions on \( \Gamma \), both for physical and technical reasons. It has been one of the main goals in the asymptotic symmetry community to relax boundary and gauge conditions, and obtain more and more general results.

Once steps S1-S3 specified, we have a theory. Then, there is a systematic procedure to obtain Noether charges. The next steps are

S4. Symmetries

S4a- Residual symmetries. These are the symplectomorphisms preserving points S2 and S3 above. They are also referred to as allowed or gauge transformations. At this stage, there are still residual symmetries that give rise to zero modes of the pre-symplectic 2–form.

S4b- Compute the charge associated to a given residual symmetry. If the charge vanishes, then it is a trivial transformation, a true redundancy of the system. These residual symmetries are also called proper or small gauge transformation. If the associated charge is instead non-vanishing, then the symmetry in question is an asymptotic symmetry, that is, a physical transformation that acts non-trivially on the field space, and sends therefore the system to a different inequivalent configuration. These are also called improper or large transformations.

\(^{12}\)We stressed that this defines a classical theory, because most of the following are not the defining principles of a quantum theory. For instance, imposing boundary conditions, or fixing gauge, are classical manipulations.
The asymptotic symmetry group is then defined quotienting the residual symmetries by the trivial transformations

$$\text{Asymptotic Symmetries} = \frac{\text{Residual Symmetries}}{\text{Trivial Symmetries}}$$

(58)

This is possible because the trivial symmetry group is an ideal inside the residual symmetry group. Then, the pre-symplectic $2\times2$-form becomes invertible if restricted to the asymptotic symmetries only. This procedure has thus removed the zero modes, which are the trivial transformations.

S5. Charge algebra. Now that the symplectic $2\times2$-form is invertible, the Poisson bracket of charges can be computed, and it gives rise to the algebra organizing the physical observables of the theory.

Some comments are in order. First, this discussion is formal, but we will shortly perform steps S1-S5 in a specific example, and there the reader will recognize familiar results. Second, there is no guarantee at this stage that the final charges are well-defined. This is because, in general, the boundary conditions chosen or the gauge fixing procedure may lead to pathologies. A conservative approach would define the final Noether charges associated to asymptotic symmetries to be well-defined if and only if the charges are:

- **Integrable:** $I_V \Omega = -\delta \int_S Q_V$. If this holds then the charges are called the canonical Noether charges.

- **Conserved:** $H_V|_{S_2} - H_V|_{S_1} = \int_{S_1}^{S_2} dQ_V \equiv 0$. This holds if the local Noether current is weakly vanishing.

- **Finite:** as we approach the codimension-2 surface under scrutiny, charges do not diverge.

Given points S1-S3 above, if one performs steps S4 and S5, and obtains integrable, conserved, and finite charges, then points S2 and S3 were not pathological, and the theory is well-defined. On the other hand, if charges do not satisfy these conditions, then one could go back and modify S2 and S3. On the other hand, each of the features aforementioned, integrability, conservation, and finiteness, are questioned in gravity, and understanding how to cure these pathologies is a very far-reaching and active area of investigation.

Lastly, it is important to note that asymptotic symmetry groups are typically bigger than the full bulk symmetry groups, because they are generated by symmetries of the asymptotic-to-the-boundary field space only. The fundamental and historical example is Minkowski in 4 dimensions, where the full bulk symmetries are given by the Poincaré group, but the asymptotic symmetry group at null infinity has been found to be the infinite-dimensional $BMS_4$ group [80–85], where the 4 bulk translations are enhanced to the so-called supertranslations, which form an infinite-dimensional Abelian algebra.

It is because of this that sometimes we refer to this procedure as “the art of boundary conditions”, because there is not an a priori guarantee that they would lead to well-defined charges.
2.5 Gravity

As mentioned, integrability, conservation, and finiteness of Noether charges have all been
questioned in gravity. An important part of these lectures will be about integrability, but let us also
mention how to deal with divergent and non-conserved charges.

Finiteness This is only guaranteed if the boundary is located at finite distance in the bulk.
Asymptotic boundaries would instead typically lead to divergent charges. This is because the action
itself could diverge, and thus all the derivation of charges is affected by it. The general method
to cure this is called renormalization, and it is a whole enterprise. Without entering details, the
general procedure is to add to the bulk action counterterms at each boundary

\[ S \rightarrow S + \sum_j \int_{\partial M_j} \ell_j + \sum_i \int_{\partial \Omega_i} \tilde{\ell}_i, \]

such that \( \theta \) and \( \omega \) become finite. Sometimes this is not possible, and only \( \theta \) can be directly
renormalized but not \( S \). There is no a priori guarantee that this method always works, but we have
gathered many evidences that it works on a case by case study.

In AdS, this procedure is familiar in the context of AdS/CFT \([291–304]\), and computations are
facilitated by the fact that the asymptotic boundary is a timelike hypersurface. In asymptotically
flat spacetimes, the asymptotic boundary is null infinity, which is a Carrollian manifold (see for
instance \([405–410]\)), and computations are more challenging. Nonetheless, tremendous effort and
progress has been made in the last decade. The reader can consult the Introduction, and \([122]\) and
\([56]\), for more references and information on this thriving topic.

Conservation There are two main reasons why the charges are not always conserved. Applied to
diffeomorphisms, the conservation equation reads

\[ H_{\xi} |_{S_2} - H_{\xi} |_{S_1} = \int_{S_1}^{S_2} dQ_{\xi} = \int_{S_1}^{S_2} (I_{V_{\xi}} \theta - i_{\xi} L). \]  

The first reason is the presence of gravitational fluxes through the surface. Then non-conservation
is due to the matter propagation, indicating that the subregion under scrutiny is not isolated from
its complement. A discussion and a complete list of references on this argument is found in \([77]\).
The second reason is the presence of anomalies, which results from a non-stationary variational
problem for the bulk action. This has been discussed in \([167, 168, 304]\).

Integrability It is not always guaranteed that contracting the pre-symplectic 2–form with a
field-space vector field associated to a diffeomorphism gives a \( \delta \)–exact term. This has dramatic
consequences, because the charge algebra does not close on itself, and thus the Poisson bracket
cannot be used. One computes explicitly

\[ I_{V_{\xi}} \Omega = \int_{\Sigma} I_{V_{\xi}} \delta \theta = \int_{\Sigma} \delta i_{\xi} \theta - \delta dQ_{\xi} \neq -\delta H_{\xi}, \]  

unless \( di_{\xi} \theta \) vanishes. The physical interpretation is that the system is open, and thus there are
physical degrees of freedom coming from the bulk and reaching the boundary. The evolution on the
boundary seems therefore to be not predictable from a single surface, because there is dissipation.
There are two main approaches to treat this situation
1. Interpret the non-integrable part as a symplectic flux

\[
F_\xi = \int \Sigma d\iota \theta, \tag{62}
\]

and split the charges between integrable part and flux

\[
I_V \Omega = -\delta H_\xi, \quad \delta H_\xi = \delta H_\xi - F_\xi. \tag{63}
\]

This split is ambiguous, and there are various ways to fix this ambiguity. One possibility is to introduce a bracket between the integrable parts, called the Barnich-Troessaert bracket \([118]\) (see also \([239, 325, 326]\))

\[
\{H_\xi, H_\zeta\}_\text{BT} := \{H_\xi, H_\zeta\} + I_V F_\zeta. \tag{64}
\]

Then this bracket is skew-symmetric, satisfies Jacobi (it has to be postulated), and gives

\[
\{H_\xi, H_\zeta\}_\text{BT} = -H_{[\xi, \zeta]} + \kappa_{\xi, \zeta}, \tag{65}
\]

except that \(\kappa\) is now field dependent. Another prescription is given in \([55]\), where the Noetherian split is imposed, such that the charges are posit to be the Noether charges. This prescription gives rise to a unique split, and calls for the deep question about the different (from canonical) notion of charges and their physical interpretation.

2. Consider an extended field space, such that

\[
I_V \Omega^\text{Ext} = -\delta H_\xi. \tag{66}
\]

There is no a priori certainty that such an extension exists, but this is exactly where a careful treatment of codimension–2 surfaces comes to the rescue. In particular, one finds that there are extra degrees of freedom living on the surface, called edge modes, such that the symplectic–2 form in which edge modes are dynamical fields gives rise to integrable charges for all diffeomorphisms. Clearly, dissipation is still present, but it is now associated to non-trivial edge modes variations, rather than non-integrability. In this approach, one can then use the standard Poisson bracket, and all charges are again canonical, on this extended field space \([328, 329, 545]\).

The second approach stems from the corner proposal, which is why we will adopt it and study in details in the following. It leads to deep questions about symplectic systems in the presence of dissipation, and challenges the existing literature with a new, radically different, perspective. Indeed, this approach suggests that the evolution is still predictable, by keeping track of embeddings (edge modes) and their field-space variation. We will discuss this in Subsec. 3.4. As mentioned in the Introduction, a complete relationship between the two approaches is still lacking at present, and it is definitely worth pursuing.
2.6 Exercise: AdS

In this exercise, we show how the general theory of asymptotic symmetries, that we enunciated in Subsec. 2.4, works in an explicit example. We will derive the AdS asymptotic symmetries, with the final goal of finding the charge algebra, and the famous Brown-Henneaux central extension [79]. We will rigorously follow the steps of Subsec. 2.4: first we define the theory, and then we compute the symmetries.

S1. The dynamics is Einstein gravity in 3 dimensions with negative cosmological constant

\[ S = \frac{1}{2k} \int_M (R - 2\Lambda) \sqrt{-g} \, d^3x, \]

where \( k = 8\pi G, \ c = 1, \) \( R \) is the Ricci scalar, \( \Lambda \) the cosmological constant, and \( \sqrt{-g} \) the square root of the determinant of the (Lorentzian) metric.

S2. The boundary we will study is the conformal timelike boundary at spatial infinity. Calling \( \rho \) the inverse radial coordinate, the conformal boundary \( B \) is reached by sending \( \rho \to 0 \). The falloff we impose is that the boundary appears with a pole of order 2 in the radial coordinate, calling \( x^\mu = (\rho, x^a) \) the bulk coordinates,

\[ \lim_{\rho \to 0} g_{ab} = \frac{g_{ab}^{(0)}(x)}{\rho^2} + O(\rho^0), \]

where \( g_{ab}^{(0)} \) is thus interpreted as the (conformal class of) boundary metric at the boundary. We will then adopt the so-called Brown-Henneaux boundary conditions, and require that the leading order of the bulk metric as we approach the boundary is the 2–dimensional Minkowski metric

\[ g_{ab}^{(0)} = \eta_{ab}. \]

S3. The gauge theory is gravity, and the gauge symmetries are diffeomorphisms in the bulk. We will use part of this bulk symmetries to fix the gauge, i.e., to bring the bulk metric to a specific form. The gauge we adopt is the Fefferman-Graham gauge [358, 359], reached setting

\[ g_{\rho\rho} = \frac{\ell^2}{\rho^2}, \quad g_{\rho a} = 0, \]

where we introduced the AdS radius \( \ell^2 = -\frac{1}{\Lambda} \). That this gauge can always be achieved, is a mathematical theorem. That the diffeomorphisms required to bring the metric to this gauge are trivial (vanishing associated charges), is not obvious, and indeed there are indications in the literature that this is generically false. We will nevertheless proceed with this gauge fixing in the following.

Even without Brown-Henneaux boundary conditions, points S1-S3 are enough to completely solve the bulk equations of motion, and find the line element (this can be proven as an exercise)

\[ ds^2 = \frac{\ell^2}{\rho^2} d\rho^2 + \left( \frac{g_{ab}^{(0)}(x)}{\rho^2} + \frac{g_{ab}^{(2)}(x)}{\rho^2} + \rho^2 g_{ab}^{(4)}(x) \right) dx^a dx^b, \]
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with

\[ g_{ab}^{(4)} = \frac{1}{4} g_{ac}^{(2)} g_{cb}^{(2)} g_{db}^{(2)}, \]  

(72)

and \( g^{(0)ab} \) is the inverse of the boundary metric \( g_{ab}^{(0)} \). This line element is on-shell if, defining [310] \( (R^{(0)} \) is the boundary Ricci scalar of \( g_{ab}^{(0)} \))

\[ T_{ab} = \frac{1}{k\ell} \left( g_{ab}^{(2)} + \frac{\ell^2}{2} R^{(0)} g_{ab}^{(0)} \right), \]  

(73)

we have that

\[ D^{(0)}_a T^a_b = 0 \quad T^a_a = \frac{c}{24\pi} R^{(0)} \quad c = \frac{3\ell}{2G}. \]  

(74)

In this expression, \( D^{(0)} \) is the boundary Levi-Civita covariant derivative, and the indexes are raised and lowered using the boundary metric.

We have thus all the ingredients to find the residual symmetries, charges, and charge algebra. Details can be found for instance in [167], and references therein.

Q1) **The gauge-preserving diffeomorphisms must leave (70) invariant, which requires \( L_\xi g_{\rho \rho} = 0 = L_\xi g_{\rho a} \). Solve these equations.**

Given a vector field \( \xi = \xi^\rho(x, \rho) \partial_\rho + \xi^a(x, \rho) \partial_a \), we compute

\[ 0 = L_\xi g_{\rho \rho} = \xi^\mu \partial_\mu g_{\rho \rho} + 2g_{\rho \mu} \partial_\rho \xi^\mu = \frac{\ell^2}{\rho^3} \xi^\rho + \frac{\ell^2}{\rho^2} \partial_\rho \xi^\rho, \]  

(75)

where we used the definition of the Lie derivative of the metric,

\[ L_\xi g_{\mu \nu} = \xi^a \partial_a g_{\mu \nu} + g_{\mu a} \partial_\nu \xi^a + g_{\alpha \nu} \partial_\mu \xi^a, \]  

(76)

and the fact that

\[ g_{\rho \rho} = \frac{\ell^2}{\rho^2} \quad g_{\rho a} = 0 \]  

(77)

in the Fefferman-Graham gauge. Then we can solve explicitly (75)

\[ \ln \xi^\rho = \ln \rho + \beta(x), \]  

(78)

where \( \beta(x) \) is an integration constant. Calling \( e^\beta = \sigma \), we eventually get

\[ L_\xi g_{\rho \rho} = 0, \quad \Rightarrow \quad \xi^\rho = \rho \sigma(x). \]  

(79)

Similarly, using this result, we evaluate

\[ 0 = L_\xi g_{\rho a} = g_{ab} \partial_\rho \xi^b + g_{\rho \mu} \partial_\rho \xi^\mu \quad \Rightarrow \quad \frac{\ell^2}{\rho} \partial_\rho \sigma = -g_{ab} \partial_\rho \xi^b. \]  

(80)

Multiplying this expression by \( g^{ab} \), the inverse of \( g_{ab} \), we gather

\[ \partial_\rho \xi^a = -\frac{\ell^2}{\rho} g^{ab} \partial_\rho \sigma. \]  

(81)

\[ ^{14}\text{This is a bulk inverse, that admits an expansion in powers of } \rho, \text{ not to be confused with } g^{(0)ab}, \text{ the inverse of the boundary metric.} \]
This can now be integrated from the boundary to the bulk, and yields
\[ \xi^a(x, \rho) = \xi^a_{(0)}(x) - \ell^2 \partial_b \sigma \int_0^\rho \frac{d\rho'}{\rho'} g^{ba}(x, \rho'), \] (82)
where \( \xi^a_{(0)}(x) \) are integration constants.

So we obtained the most general diffeomorphism preserving the Fefferman-Graham gauge conditions (step S3)\(^{15}\)
\[ \xi = \rho \sigma(x) \partial_\mu + \xi^a_{(0)}(x) \partial_a - \ell^2 \partial_b \sigma \int_0^\rho \frac{d\rho'}{\rho'} g^{ba}(x, \rho') \partial_a. \] (83)

This depends on three arbitrary functions on the boundary. The function \( \sigma(x) \) generates Weyl rescaling of the boundary, whereas \( \xi^a_{(0)}(x) \) generate boundary diffeomorphisms. This is explained for instance in [167, 302, 311].

Q2) **Impose Brown-Henneaux boundary conditions (point S2) to obtain the residual symmetries.**

The condition \( g^{(0)}_{ab} = \eta_{ab} \) is preserved under bulk diffeomorphisms requiring that
\[ \delta \xi g_{ab} = \mathcal{L}_\xi g_{ab} = O(\rho^0). \] (84)

For the \( \rho \) expansion, we first notice that
\[ g^{ab}(x, \rho) = \rho^2 g^{(0)ab} + O(\rho^4), \] (85)
which implies
\[ \int_0^\rho \frac{d\rho'}{\rho'} g^{ba}(x, \rho') = \int_0^\rho \frac{d\rho'}{\rho'} (g^{(0)ba} \rho^2 + O(\rho^3)) = \frac{\rho^2}{2} + O(\rho^4). \] (86)

Therefore, the second term in (82) is subleading in the \( \rho \) expansion, with respect to the first.

Using this, we evaluate
\[ \mathcal{L}_\xi g_{ab} = \xi^\mu \partial_\mu g_{ab} + g_{ac} \partial_b \xi^c + g_{bc} \partial_a \xi^c \] (87)
\[ = \rho \sigma \partial_\mu \left( \frac{g^{(0)}_{ab}}{\rho^2} \right) + \frac{\xi^c}{\rho^2} \partial_c g^{(0)}_{ab} + \frac{g^{(0)}_{ac} \partial_b \xi^c + g^{(0)}_{bc} \partial_a \xi^c}{\rho^2} + O(\rho^0) \] (88)
\[ = -2 \frac{\sigma}{\rho^2} g^{(0)}_{ab} + \frac{1}{\rho^2} \mathcal{L}_\xi^{(0)} g^{(0)}_{ab} + O(\rho^0), \] (89)

where \( \mathcal{L}_{\xi^{(0)}} \) is the boundary Lie derivative along the vector field \( \xi^{(0)}(x) = \xi^a_{(0)}(x) \partial_a \). We now impose (84) and gather
\[ \mathcal{L}_{\xi^{(0)}} g^{(0)}_{ab} = 2 \sigma g^{(0)}_{ab}. \] (90)

This equation fixes \( \sigma \) in terms of \( \xi^{(0)} \). With Brown-Henneaux boundary conditions, this expression becomes
\[ \mathcal{L}_{\xi^{(0)}} \eta_{ab} = 2 \sigma \eta_{ab}. \] (91)

\(^{15}\)This vector is field-dependent, but only in subleading orders, and thus \( \delta \xi \) never contributes in this exercise.
This is the familiar conformal Killing equation. Indeed, taking the trace we obtain \( \sigma = \frac{1}{2} \partial_c \xi^c_{(0)} \), and thus

\[
\mathcal{L}_{\xi_{(0)}} \eta_{ab} = \partial_c \xi^c_{(0)} \eta_{ab} .
\] (92)

Therefore, the Weyl factor is not independent but serves to compensate the conformal Killing diffeomorphism at the boundary.

To recapitulate, the residual symmetries of the theory defined by steps S1-S3 above are parameterized by the conformal Killing vectors of the boundary metric. This is a very primitive and geometric way of unravelling the AdS/CFT correspondence, from the asymptotic symmetries viewpoint. And indeed, the AdS/CFT dictionary works exclusive with Brown-Henneaux boundary conditions, which are nothing but Dirichlet boundary conditions for the bulk metric.\(^{16}\)

While everything has been carefully derived so far, we will now give the Noether charges, rather than derive them explicitly. This is due to two reasons: the computation is quite technical, and it is a standard result that can be found in numerous places in the literature (see e.g. \([73]\)).

Assuming that the boundary metric is \( \eta_{ab} \), we can choose light-cone coordinates \( x^\pm = x^\pm \) in the boundary. Then (74) can be solved explicitly, leading to two chiral functions \( L^\pm(x^\pm) \), the integration constants of the equations of motion. The line element (71) becomes the fully on-shell metric

\[
d s^2 = \ell^2 \rho^2 \left( \frac{dx^+}{\rho} - \rho \ell^2 L^-(x^-) dx^- \right) \left( \frac{dx^-}{\rho} - \rho \ell^2 L^+(x^+) dx^+ \right) .
\] (93)

The residual symmetries are consequently generated by the two chiral functions \( \xi^\pm(x^\pm) \). The Noether charges, originally derived in \([79]\) (see also \([73, 167]\)) are found to be integrable, conserved, and finite. They are evaluated at the codimension-2 surface \( S \) at \( \rho \to 0 \) and fixed time. The explicit expression is \(^{17}\)

\[
H_{\xi^\pm} = \frac{\ell}{k} \int_0^{2\pi} d\varphi L^\pm(x^\pm) \xi^\pm(x^\pm) .
\] (94)

We will compute their algebra in what follows.

Q3) **Using the modes decomposition** \( \xi^\pm = \sum_{m=0}^{\infty} \alpha^\pm_m e^{imx^\pm} \), and working only with the base generators \( \xi^\pm_m(x^\pm) := e^{imx^\pm} \), **compute the residual symmetry algebra.**

Explicitly, we compute

\[
[\xi^\pm_m \partial_x, \xi^\pm_n \partial_x] = [e^{imx^+} \partial_x, e^{inx^+} \partial_x] = i(n-m)e^{i(m+n)x^+} \partial_x = i(n-m)\xi^\pm_{m+n} \partial_x ,
\] (95)

while the mixed commutator vanishes trivially. Thus

\[
i[\xi^\pm_m \partial_x, \xi^\mp_n \partial_x] = (m-n)\xi^\pm_{m+n} \partial_x, \quad i[\xi^\pm_m \partial_x, \xi^\pm_n \partial_x] = 0.
\] (96)

The modes algebra is a double copy Witt algebra.

---

\(^{16}\)In 3 dimensions there is no radiation, but in higher dimensions these boundary conditions set the radiation to zero.

\(^{17}\)Conventions: this expression – and others in the following – are two equations, one with only the plus signs (line above) and the other with only the minus signs (line below). It should be evaluated at fixed time \( t \), related to \( x^\pm \) via \( x^\pm = \frac{t}{\ell} \pm \varphi \).
Q4) **Evaluate** $\delta \xi^+ L^\pm$.

To find $L_{\xi^+} L^\pm$, we need to compute the next order in $L_{\xi^+} g_{ab}$. Explicitly

$$L_{\xi^+} g_{ab} = \xi^\mu \partial_\mu g_{ab} + g_{ac} \partial_b \xi^c + g_{bc} \partial_a \xi^c$$

$$= \xi_{(0)}^c \partial_a g_{ab} + g_{ac} \partial_b \xi_{(0)}^c + g_{bc} \partial_a \xi_{(0)}^c$$

$$- \frac{L^2}{\rho^2} \eta_{ac} \partial_b (\partial_d \sigma) \int_0^\rho d\rho' \rho' \eta^{dc} - \frac{L^2}{\rho^2} \eta_{bc} \partial_a (\partial_d \sigma) \int_0^\rho d\rho' \rho' \eta^{dc} + O(\rho^2).$$

Comparing orders, and using $L_{\xi^+} = \delta \xi^+$, we obtain

$$\delta \xi^+ g_{ab} = L_{\xi_{(0)}^+} g_{ab} - \ell^2 \partial_a \partial_b \sigma.$$  \hspace{1cm} (101)

Using light-cone coordinates, from (93) we read that $g_{(2)}^{(2)} = \ell^2 L^\pm$ and $g_{(2)}^{(2)} = 0$. Then

$$L_{\xi^+} g_{ab}^{(2)} = \ell^2 \delta \xi^+ L^\pm = \ell^2 (\xi_{(0)}^c \partial_a L^\pm + 2 \partial_\pm \partial_a \xi_{(0)}^c - \frac{1}{2} \partial_\pm \delta \xi_{(0)}^c),$$

and similarly for $g_{ab}^{(2)}$, such that the two equations can be written as

$$\delta \xi^+ L^\pm = \xi_{(0)}^c \partial_a L^\pm + 2 \partial_\pm \partial_a \xi_{(0)}^c - \frac{1}{2} \partial_\pm \delta \xi_{(0)}^c$$

$$\delta \xi^+ L^\pm = 0. \hspace{1cm} (103)$$

In a CFT, these are the transformation rules of two Virasoro currents. And indeed, as we have seen, the bulk asymptotic symmetries induce the boundary conformal symmetries underpinning the 2-dimensional CFT, so the stress tensor modes transform as expected. The last term in (103) indicates that the transformations are anomalous, that is, there is a non-trivial central charge in the dual CFT. This is what the charge algebra, that we study in the next step, will unveil.

To evaluate the charge algebra, we decompose the Noether charges in modes:

$$H^{m}_{\xi^+} = \frac{\ell}{k} \int_0^{2\pi} d\varphi e^{i m \varphi} L^\pm. \hspace{1cm} (104)$$

Q5) **Compute** $\{H^m_{\xi^+}, H^m_{\xi^+}\}$ and $\{H^m_{\xi^+}, H^m_{\xi^+}\}$. **How is the charge algebra related to the vector fields Lie algebra?**

We start with the chiral/anti-chiral commutator. Since we are in a canonical setup (integrable, conserved, and finite Noether charges), the Poisson bracket generates the field space transformation. Thus, eq. (31) gives

$$\{H^m_{\xi^+}, H^m_{\xi^+}\} = \delta \xi^+ H^m_{\xi^+} = \frac{\ell}{k} \int_0^{2\pi} d\varphi e^{i m \varphi} \delta \xi^+ L^\pm. \hspace{1cm} (105)$$

Using now (103) we obtain

$$\{H^m_{\xi^+}, H^m_{\xi^+}\} = 0. \hspace{1cm} (106)$$

This implies that the algebra is a direct sum of the chiral and anti-chiral sectors.
We then evaluate the chiral/chiral commutator. Using again (103), we obtain

\[
\{H^m_{\xi^+}, H^n_{\xi^+}\} = \delta_{\epsilon_m^{\alpha}} H^m_{\xi^+} = \frac{\ell}{k} \int_0^{2\pi} d\varphi e^{im\varphi} \delta_{\epsilon_m^{\alpha}} L^+ = \frac{\ell}{k} \int_0^{2\pi} d\varphi e^{im\varphi} \left( e^{in\varphi} \partial_\varphi L^+ + 2inL^+e^{in\varphi} - \frac{1}{2}(in)^3 e^{in\varphi} \right) = \frac{\ell}{k} \int_0^{2\pi} d\varphi e^{i(m+n)x^+} \left( \partial_\varphi L^+ + 2inL^+ + \frac{i}{2}n^3 \right). \tag{107}
\]

Given \( \int_0^{2\pi} d\varphi e^{i(m+n)x^+} = 2\pi \delta_{m+n,0}\), and integrating by parts in \( \partial_\varphi \), we find

\[
\{H^m_{\xi^+}, H^n_{\xi^+}\} = \frac{\ell}{k} \int_0^{2\pi} d\varphi e^{i(m+n)x^+} \left( -i(m+n)L^+ + 2inL^+ + \frac{in^3}{8G} \delta_{m+n,0} \right) = i(n-m)H^m_{\xi^+} + \frac{in^3}{8G} \delta_{m+n,0}. \tag{111}
\]

This is our final result. For the anti-chiral/anti-chiral commutator a very similar computation holds, such that we can compactly present the charge algebra as

\[
i\{H^m_{\xi^+}, H^n_{\xi^+}\} = (m-n)H^{m+n}_{\xi^+} + \frac{m^3\ell}{8G} \delta_{m+n,0}. \tag{114}
\]

This algebra is a direct sum of two copies of the Virasoro algebra: \( Vir \oplus Vir\). It represents the vector fields Lie algebra (96) projectively, because of the central term \( \frac{m^3\ell}{8G} \delta_{m+n,0}\). So we have explicitly shown the general theorem (39) in a specific example, and found the value of the central charge, dictated by the bulk. The physical central charge in the Virasoro algebra is the number \( c \) in

\[
i\{H^m_{\xi^+}, H^n_{\xi^+}\} = (m-n)H^{m+n}_{\xi^+} + \frac{c}{12} m^3 \delta_{m+n,0}. \tag{115}
\]

And thus we read off

\[
c = \frac{3\ell}{2G}. \tag{116}
\]

This is called the Brown-Henneaux central charge. It is a precursory holographic prediction, that is responsible for the conformal anomaly in the boundary CFT. Indeed, interpreting the bulk tensor \( T_{ab} \) as (the expectation value of) the boundary stress tensor in the CFT, eq. (74) predicts an anomaly in the conformal Ward identity in the boundary, dictated by the central charge \( c \), which depends on the bulk AdS radius and Newton’s constant.

So we have completely solved steps S4 and S5 of Subsec. 2.4 for this theory. Without entering details, we want to conclude this exercise with a simplified discussion of the holographic

---

\(^8\)Integrals are performed at fixed time, and thus total derivatives vanish on the circle.  
\(^9\)This is sometimes presented as \( \frac{m^3\ell}{8G} \delta_{m+n,0}\). The difference between these two expressions is the value (offset) at the initial point in field space, which is assumed to be zero here.
dictionary, here explicitly realized. In AdS/CFT, the bulk asymptotic symmetries coming from
diffeomorphisms give rise to codimension$-2$ Noether charges, because they follow Noether’s second
theorem. These are interpreted from a boundary theory, living on $B$, as codimension$-1$ global
charges (and thus follow Noether’s first theorem). The boundary theory is dictated to be a field
theory on a fixed background metric (thanks to the bulk Dirichlet boundary conditions). Since we
have found the bulk asymptotic symmetries to be the conformal Killing vectors on the boundary,
the boundary theory is a CFT, and thus this is a AdS$_3$/CFT$_2$ holographic setup. The bulk charge
algebra is exactly the double copy Virasoro algebra of the boundary Virasoro currents, and the bulk
Einstein equations of motion dictate the value of the central charge, and thus give a holographic
prediction on the CFT. While we will argue that a local holography nature permeates the corner
theory, it is only in this setup (AdS with Dirichlet boundary conditions) that gravity is completely
holographic, namely it is possible to fully reconstruct the bulk from the boundary. This is more
subtle in general, especially when radiation is turned on, but tremendous progress has been made
in recent years to understand better the holographic nature of gravity. The corner proposal is a step
forward in this direction.

3. Corners

Until now, we have deliberately not insisted on a crucial feature of Noether charges stemming
from Noether’s second theorem. Contrarily to global symmetries, Noether charges for gauge
symmetries have support on codimension$-2$ surfaces. We have explicitly seen this in both exercises.
From now on, a generic codimension$-2$ surface will be called a corner. Corners are therefore the
fundamental geometric ingredients of gauge theories. Consider a gauge theory without global
symmetries, then all the observables and physical degrees of freedom are localized on corners.
Thus, corners are the atomic constituents of gauge theories. A better understanding of their
properties is what led to the corner proposal, through which we have gained better control on
symmetries in classical and quantum gauge theories.

The Introduction contains a review of the literature on the topic, and we refer to [55, 320–
322, 327, 328, 332, 334, 336, 343, 545, 546] for more details. Even though the ultimate goal of the
corner proposal is to address open questions in quantum gravity, this whole Section is devoted to a
study of corners in classical gravity. While the previous Section contained standard material, this
and the next Sections are focussed on more recent results. Consequently, we follow more closely
certain papers of the author. This Section is mostly based on [328, 329, 545].

3.1 Embeddings

As remarked in (11), we have been cavalier so far in integrating over manifolds like a boundary
or a corner. Integrals on these manifolds require a pull-back, which can be non-trivial. A corner
$S$ is a $(d-2)$--manifold, with its own atlas and coordinates system. One can then embed such a
manifold into the $d$--dimensional bulk $M$. Using coordinates $\sigma^\alpha$ on $S$, $(\alpha = 1, \ldots, d-2)$, and
coordinates $y^M$ on $M$, $(M = 0, \ldots, d-1)$, the embedding map $\phi$ is

$$
\phi : S \rightarrow M, \quad \phi : \sigma^\alpha \mapsto y^M(\sigma).
$$

(117)
Without introducing a bulk metric, we can adapt the tangent bundle $TM$ to the tangential and normal coordinates. This is achieved splitting the tangent bundle in horizontal and vertical sub-bundles

$$TM = \text{Hor} \oplus \text{Ver}, \quad \text{Rank}(\text{Hor}, \text{Ver}) = (d - 2, 2). \quad (118)$$

We can introduce bulk coordinates $y^M = (u^a, x^i)$ with $(i = 1, \ldots, d - 2)$ and $(a = 0, d - 1)$.

Without entering too technical details on the theory of screening distributions, the two most general (modulo rescalings) one-forms that pull-back to zero on the corner are parameterized in these coordinates as

$$n^a = du^a - a^a_i(u, x)dx^i. \quad (119)$$

By requiring that $n^a$ annihilates elements of $\text{Hor}$, we find that the latter is spanned by

$$\text{Hor} = \text{Span}(D_i := \partial_i + a^a_i \partial_a). \quad (120)$$

The sub-bundle $\text{Hor}$ is in general a non-integrable distribution inside $TM$, as long as the one forms $a^a_i dx^i$ – called Ehresmann connection – have non-vanishing curvature.

This framework in $TM$ allows us to better control embeddings. Indeed, using the bulk coordinates split, we have

$$\phi : \sigma^\alpha \mapsto (u^a(\sigma), x^i(\sigma)). \quad (121)$$

Then, denoting the pull-back as

$$\phi^* : T^*M \rightarrow T^*S, \quad (122)$$

the bulk one-forms $n^a$ span the bundle $\text{Ver}^*$ dual to $\text{Ver}$ if and only if

$$\phi^*(\text{Ver}^*) = \phi^*(n^a) = 0, \quad \phi^*(\text{Hor}^*) = T^*S, \quad (123)$$

where with a slightly abuse of notation we wrote pull-backs of dual bundles to indicate that it holds for all elements of the latter. It is important to stress that this construction does not involve any metric on $M$, and holds for any differentiable manifold. The simplest example of an embedding, which we call trivial embedding, is given by

$$\phi_0 : \sigma^\alpha \mapsto (u^a(\sigma) = 0, x^i(\sigma) = \delta^i_\alpha \sigma^\alpha). \quad (124)$$

We will use this embedding in the following, but it is crucial to observe that embeddings are affected by bulk diffeomorphisms. In a passive interpretation of diffeomorphisms, the latter change coordinates in the bulks, and thus the image of the embedding map changes. Conversely, in the active interpretation, a bulk diffeomorphism changes the embedding map. Understanding this has dramatic effects on the covariant phase space.

### 3.2 Universal Corner Symmetry

As we have proven, the charge algebra projectively represents via Poisson brackets the symmetry algebra. In gravity, we are interested in the algebra of diffeomorphisms, given by the Lie bracket. Therefore, if one understands the Lie bracket algebra around corners, and has a canonical covariant phase space theory at hand, then the Poisson bracket of charges gives the same algebra, modulo possible central extensions.
We wish to study the Lie bracket of vector fields in our setup. The Lie bracket is an operation defined on a generic differentiable manifold, and does not depend on a particular metric. Using the trivial embedding, an expansion around the embedded corner is thus an expansion in powers of $u^a$, because $u^a(\sigma) = 0$. An analytic expansion in $u^a$ is not a priori guaranteed, but we will retain only the leading orders, where one can assume the same. Given $\xi, \zeta \in TM$, we can use the coordinates split and write\(^{20}\)

$$
\xi = \xi^a(u,x) \partial_a + \xi^i(u,x) \partial_i, \quad \zeta = \zeta^a(u,x) \partial_a + \zeta^i(u,x) \partial_i.
$$

Then, the components can be expanded in $u^a$-powers

$$
\begin{align*}
\xi^a(u,x) &= \xi_{(0)}^a(x) + \xi_{(1)}^a(x) u^b + \xi_{(2)}^a(x) u^b u^c + \ldots \\
\xi^i(u,x) &= \xi_{(0)}^i(x) + \xi_{(1)}^i(x) u^a + \xi_{(2)}^i(x) u^a u^b + \ldots \\
\zeta^a(u,x) &= \zeta_{(0)}^a(x) + \zeta_{(1)}^a(x) u^b + \zeta_{(2)}^a(x) u^b u^c + \ldots \\
\zeta^i(u,x) &= \zeta_{(0)}^i(x) + \zeta_{(1)}^i(x) u^a + \zeta_{(2)}^i(x) u^a u^b + \ldots,
\end{align*}
$$

where we assumed that the expansion starts at finite order. This is a working assumption, which turns out to be true in all examples, but it is not motivated by any first principles. In this expansion, each term $(\xi^a_{(n)} b_1 \ldots b_m, \xi^i_{(m)} b_1 \ldots b_m)$ and $(\zeta^a_{(n)} b_1 \ldots b_m, \zeta^i_{(m)} b_1 \ldots b_m)$ is a new symmetry generator, that can potentially give rise to a non-vanishing associated Noether charge on $S$.

Consider now the vector field

$$
\eta = [\xi, \zeta] = \eta^a(u,x) \partial_a + \eta^i(u,x) \partial_i.
$$

It admits the same expansion, but each coefficient can now be computed from the Lie bracket. One can then wonder: given certain $(\xi^a_{(n)} b_1 \ldots b_m, \xi^i_{(m)} b_1 \ldots b_m)$ and $(\zeta^a_{(n)} b_1 \ldots b_m, \zeta^i_{(m)} b_1 \ldots b_m)$ turned on, which orders in $(\eta^a_{(n)} b_1 \ldots b_m, \eta^i_{(m)} b_1 \ldots b_m)$ are non-vanishing? If there are orders in $\eta$ turned on that were not present in $\xi$ and $\zeta$, then the Lie bracket algebra does not close, and by repeatedly acting with the Lie bracket, one generates an algebra that has infinitely many orders in the expansions. On the other hand, if $\eta$ has the same orders of $\xi$ and $\zeta$ turned on, or less, then the algebra closes on itself, and the expansion truncates to these orders only.

We seek a finitely generated algebra, that is, a finite expansion in powers of $u^a$, that closes on itself, without generating higher orders. By explicitly computing the bracket, it is easy to show that the maximal finitely generated sub-algebra of diffeomorphisms is given by vector fields of the form

$$
\begin{align*}
\xi &= \xi^i_{(0)}(x) \partial_i + \left(\xi^a_{(0)}(x) + \xi^a_{(1)}(x) u^b\right) \partial_a, \\
\zeta &= \zeta^i_{(0)}(x) \partial_i + \left(\zeta^a_{(0)}(x) + \zeta^a_{(1)}(x) u^b\right) \partial_a.
\end{align*}
$$

One can check that including any higher order in the expansion would automatically enhance this algebra to an infinite expansion.

We can then display the Lie bracket of two such vector fields, to show that it closes on itself, and find the explicit algebra. Calling

$$
\begin{align*}
\hat{\xi}(0) &= \xi^i_{(0)} \partial_i, \quad \hat{\xi}(0) = \xi^i_{(0)} \partial_i,
\end{align*}
$$

\(^{20}\)We could have used the adapted basis $(D_i, \partial_i)$, at the price that the vectors become field-dependent in the coordinate basis. It would be interesting to perform this analysis in that case.
we obtain

\[
\begin{align*}
\{\xi, \zeta\}^{ucs}_{\text{diff}} &= [\hat{\xi}(0), \hat{\zeta}(0)]^\dagger \partial_j \\
& + \left[\hat{\xi}(0)(\xi^a_1(x)) - \hat{\zeta}(0)(\xi^a_2(x)) + \xi^a_1 b \xi^b_2(x) - \zeta^a_2 b \xi^b_1(x)\right] \partial_a \\
& + u^b \left[ - \left[\xi(1), \xi^a_1(x)\right]_b + \hat{\xi}(0) \left(\zeta^a_1(x)\right) - \hat{\zeta}(0) \left(\zeta^a_2(x)\right)\right] \partial_a.
\end{align*}
\] (134)

(135)

The algebra we have found is

\[ ucs = (\text{diff}(S) \ltimes \text{gl}(2, \mathbb{R})) \ltimes \mathbb{R}^2 \],

(137)

where the generators are valued on the corner \( S \), that is, are functions of the corner coordinates. Indeed, the first line (134) simply gives the Lie bracket on \( S \), so it is just the algebra of diffeomorphisms of the corner (we are using the trivial embedding). In the other two lines the corner diffeomorphism acts semi-directly on \( \xi^a_1(x) \) and \( \xi^a_2(x) \), which justifies the semi-direct sum appearing in the algebra. In line (135) we observe that \( \xi^a_1(x) \) acts on \( \xi^a_2(x) \), but we do not have a \( \xi^a_0(x), \xi^a_0(x) \) commutator, which implies that these two generators are Abelian, and acted upon by the rest of the algebra. This is the \( \mathbb{R}^2 \) part. Finally, line (136) tells us that \( \xi^a_1(x) \) and \( \xi^a_2(x) \) satisfy a 2x2 matrix algebra, so a \( \text{gl}(2, \mathbb{R}) \), and they are acted upon by \( \text{diff}(S) \). Putting all this together, we arrive to the algebra (137). Notice that one can then interpret the \( \mathbb{R}^2 \) as the two normal (super)translations in the two normal bulk directions, and the \( \text{gl}(2, \mathbb{R}) \) as the most general transformation of the 2-dimensional normal plane.

The algebra (137) is that of the group\(^\text{a}\)

\[ UCS = (\text{Diff}(S) \ltimes \text{GL}(2, \mathbb{R})) \ltimes \mathbb{R}^2 \],

(138)

where \( UCS \) stands for Universal Corner Symmetry. We refer to this algebra as universal because it has been derived without introducing a metric or a specific dynamics. Clearly, not all metric configurations or dynamics will have non-vanishing Noether charges associated to all generators of this algebra, but we claim that this is the maximal one that can be sourced from a single corner.

All possible field spaces of a gravitational theory with diffeomorphisms will have a physical asymptotic symmetric group that is contained in the \( UCS \). Reversing the logic, we see that corners and the \( UCS \) are the fundamental ingredients of a gravitational theory. While classically there are restrictions coming from boundary conditions and gauge fixing, it is a promising feature that a maximal symmetry group has been found. Indeed, studying this group and its representations, and fusion rules, can lead to an appreciation of symmetries of observables that can be the guiding principle in quantum gravity, although we are yet at the very beginning of this journey. We will focus on this in Section 4.

\(^\text{a}\)As customary in Lie algebra theory, we indicate Lie groups and algebras with capital and gothic letters, respectively.
Before concluding, we would like to mention two relevant sub-algebras of the ucs that have appeared in the literature. The first one is the so-called Extended Corner Symmetry (ecs), at finite distance corners:

\[
ecs = (\text{diff}(S) \oplus \mathfrak{sl}(2, \mathbb{R})) \oplus \mathbb{R}^2,
\]

(139)

which we will show in the next Subsection to be associated to Einstein-Hilbert Noether charges at a generic finite distance corner. This algebra was found in [327] and [332] and further discussed in the literature on corners. It is the biggest sub-algebra of the ucs for which we have found non-vanishing Noether charges. The other sub-algebra we want to mention is the bms\_w (W stands for Weyl) sub-algebra

\[
bms_w = (\text{diff}(S) + \mathbb{R}) \oplus \mathbb{R},
\]

(140)

which has been show in [125] to be the algebra at asymptotic corners, for asymptotically flat Einstein-Hilbert gravity. This algebra in turn contains the Generalized bms (gbms) algebra found in [120],

\[
\text{gbms} = \text{diff}(S) + \mathbb{R},
\]

(141)

the Extended bms algebra of [115], where the \text{diff}(S) is restricted to the conformal Killing vectors of \( S \), and the original bms algebra [80–85]. We refer to [545] for more details on the relevant sub-algebras involved.

### 3.3 Application to Finite Distance Corners

In this Subsection, we want to make a step further and introduce a bulk metric adapted to our tangent bundle split. Then, we can explicitly compute the metric variation under vector fields generating the ucs. Any bulk \( d \)-dimensional metric can be parameterized as

\[
ds^2 = h_{ab}(u, x)n^a n^b + \gamma_{ij}(u, x)dx^i dx^j,
\]

(142)

where we remind that \( n^a = du^a - a^a_i(x)dx^i \) are the one-forms adapted to the \( \text{Hor} \oplus \text{Ver} \) split of \( TM \). This is a generic metric parameterization where the metric constituents transform as expected under the ucs. Given that the pull-back of \( n^a \) is zero, the leading order of \( \gamma_{ij} \) gives the metric on the corner, while \( h_{ab} \) is the metric on the normal fibres.

We assume that the corner under scrutiny is located at finite distance in the bulk. This implies that the metric constituents, \( (a^a_i, h_{ab}, \gamma_{ij}) \), admit an expansion in powers of \( u^a \), without singular poles. Using the trivial embedding \( \phi_0 \), we can expand

\[
\begin{align*}
h_{ab}(u, x) &= h_{ab}^{(0)}(x) + u^c h_{abc}^{(1)}(x) + u^e u^d h_{abcd}^{(2)}(x) + \ldots \\
a^a_i(u, x) &= a^a_i^{(0)}(x) + u^b a^a_i^{(1)}(x) + u^c u^e a^{(2)}_i(x) + \ldots \\
\gamma_{ij}(x) &= \gamma_{ij}^{(0)}(x) + u^a \gamma_{ija}^{(1)}(x) + u^a u^b \gamma_{ijab}^{(2)}(x) + \ldots
\end{align*}
\]

(143)

Field variations Using \( \delta \mathcal{E} = \mathcal{L}_\xi \), we can compute the field variations of each metric constituent, under a vector field \( \xi \in \text{ucs} \), that is, (131). This is very similar to what we have done for AdS\(_3\) in
Exercise 2.6. A lengthy yet straightforward computation yields
\[
\delta \xi h^{(0)}_{ab} = \xi^j h^{(0)}_{aj} + \left( h^{(0)}_{bc} \xi^c_{(1)a} + h^{(0)}_{ac} \xi^c_{(1)b} \right) + \xi^c_{(0)} h^{(1)}_{abc} \tag{146}
\]
\[
\delta \xi a^a_{(0)i} = \left( \xi^j (\partial_i a^a_{(0)j}) + a^a_{(0)j} \partial_i \xi^j \right) - \xi^c_{(1)ac} a^a_{(1)i} + \left( - \partial_i \xi^c_{(0)j} + \xi^c_{(0)a^a_{(1)i}c} \right) \tag{147}
\]
\[
\delta \xi a^a_{(1)ib} = \left( \xi^j (\partial_i a^a_{(1)jb}) + a^a_{(1)jb} \partial_i \xi^j \right) + \left( - \partial_i \xi^c_{(1)ib} + a^a_{(1)ic} \xi^c_{(1)ib} - \xi^c_{(1)c a^a_{(1)ib}} \right) + \xi^c_{(0)} a^a_{(2)ibc} \tag{148}
\]
\[
\delta \xi \gamma^{(0)}_{ij} = \left( \xi^k \partial_k \gamma^{(0)}_{ij} + \gamma^{(0)}_{kj} \partial_i \xi^k + \gamma^{(0)}_{ki} \partial_j \xi^k \right) + \xi^c_{(0)} \gamma^{(1)}_{ija}. \tag{149}
\]
These equations seem complicated at first, but they can be rewritten in a compact form, and they unravel a systematic pattern. First notice that the $\delta \text{iff}(S)$ action can be recast as the corner Lie derivative $L_{\xi^{(0)}}$. Indeed, from the viewpoint of $S$, $a_{ab}$ is a scalar (and thus $L_{\xi^{(0)}} h_{ab} = \delta \xi^j \partial_j h_{ab}$), while $a^a_i$ are the components of a one form on $S$ (and thus $L_{\xi^{(0)}} a^a_i = (\xi^j \partial_j a^a_i + a^a_{(0)j} \partial_j \xi^j)_{(0)}$, for all orders in $u^a_i$. Lastly, $\gamma^{ij}$ is a rank $-(0,2)$ tensor from the point of view of $S$, so its Lie derivative is
\[
L_{\xi^{(0)}} \gamma^{ij} = \xi^k \partial_k \gamma^{ij} + \gamma^{(0)}_{kj} \partial_i \xi^k + \gamma^{(0)}_{ki} \partial_j \xi^k, \tag{150}
\]
again to all orders in $u^a_i$.

Then one can rewrite (146-149) as
\[
\delta \xi h^{(0)}_{ab} = L_{\xi^{(0)}} h^{(0)}_{ab} + \left( h^{(0)}_{bc} \xi^c_{(1)a} + h^{(0)}_{ac} \xi^c_{(1)b} \right) + \xi^c_{(0)} h^{(1)}_{abc} \tag{151}
\]
\[
\delta \xi a^a_{(0)i} = L_{\xi^{(0)}} a^a_{(0)i} - \xi^a_{(1)c} a^a_{(0)i} + \left( - \partial_i \xi^a_{(0)c} + \xi^a_{(0)c a^a_{(1)i}c} \right) \tag{152}
\]
\[
\delta \xi a^a_{(1)ib} = L_{\xi^{(0)}} a^a_{(1)ib} + \left( - \partial_i \xi^a_{(1)ib} + a^a_{(1)ic} \xi^c_{(1)ib} - \xi^c_{(1)c a^a_{(1)ib}} \right) + \xi^c_{(0)} a^a_{(2)ibc} \tag{153}
\]
\[
\delta \xi \gamma^{(0)}_{ij} = L_{\xi^{(0)}} \gamma^{(0)}_{ij} + \xi^a_{(0)} \gamma^{(1)}_{ija}. \tag{154}
\]
The $gl(2, \mathbb{R})$ generator acts as expected by matrix multiplication, every time an index $(a, b, c, \ldots)$ is free (with a plus sign for lower indexes and minus sign for upper indexes). The $\mathbb{R}^2$ generators have been identified with the two normal translations of the corner. They thus couple a metric constituent (say $O_{(n)}$) with the one one step further in the $u^a$ expansion ($O_{(n+1)}$), as one could have expected, since translations are affine transformations.

There still two terms in these transformation laws that we have not explained. Suppose we are in a setup where $a^a_i$ is zero to all orders. Then, we have
\[
\delta \xi a^a_{(0)i} = - \partial_i \xi^a_{(0)} \quad \delta \xi a^a_{(1)ib} = - \partial_i \xi^a_{(1)ib}. \tag{155}
\]
This means that $a^a_{(0)i}$ and $a^a_{(1)ib}$ transform non-linearly, as connections. The interpretation is that $a^a_{(0)i}$ is the $\mathbb{R}^2$–connection whereas $a^a_{(1)ib}$ is the $gl(2, \mathbb{R})$–connection. This is perfectly in line with the fact that $a^a_i$ is an Ehresmann connection, needed to preserve the $\text{Hor} \oplus \text{Ver}$ split in the bulk. Indeed, in the ucs the $\mathbb{R}^2$ and $gl(2, \mathbb{R})$ transformations act non-trivially on $\text{Hor}$, and thus the connection shifts non-linearly. For the ucs, higher orders in $u^a_i$ transform again tensorially, without shifts.

So we have seen that the field space transforms as expected under the ucs. In other words, in this bulk parameterization, every metric constituent is a tensor under the ucs, with the exception of $a^a_{(0)i}$ and $a^a_{(1)ib}$, which are connections. We leave as an exercise to write down the transformation law of higher orders metric constituents. This should be done without computing the Lie derivative, simply applying the logic aforementioned.
Charging computation We wish to compute Noether charges in this setup, at finite-distance corners. When the charges are integrable, conserved, and finite, the canonical Noether charge associated to Einstein-Hilbert gravity is

$$H_\xi = \int_p \phi_0(Q_\xi) = \int_p \phi_0^*(\star dg(\xi, .)),$$

where we assumed the trivial embedding, and we stress that there is a pull-back involved, $\phi_0^*$. In this expression, $g(\xi, .)$ is the one-form metric-dual to $\xi$, $g(., .)$ is the bulk metric, and $\star$ the bulk Hodge duality, such that $\star dg(\xi, .)$ is a $(d - 2)$-form. In our setup, we generically have that canonical charges at finite-distance corners are finite, but non-integrable and not conserved. However, even in this scenario, the Noether charge is (156), except that it is not canonical. We will assume that (156) are our charges, and postpone to later to show on which symplectic structure these charges are canonical, even in the presence of fluxes. As we will see, this leads us to the extended phase space. If the reader found this discussion too technical, and not clear at this stage, one can proceed postulating that (156) are the charges to compute, and wait until Subsec. 3.4 for a proof of this fact.

For the computation of (156), it is crucial to insert a general bulk vector field (not just a ucs generator). Indeed, we wish to find which generators contribute to the charges, and thus we cannot set some of them to zero a priori. This is a logic that we explained in the theory of asymptotic symmetries, Subsec. 2.5. Note that here, however, we are not assuming any boundary conditions nor any particular gauge fixing, and thus the residual symmetries are the whole diffeomorphisms on $M$. Using the $u^a$ expansion of the metric and of the vector fields, and using the trivial embedding $\phi_0$, we invite the reader to show as an exercise (proved in [545]) that the charges (156) become

$$H_\xi = \int_p Vol_S \left( \xi^{a}_{(1)b} N^{b}_a + \xi^j_{(0)} b_j + \xi^a_{(0)} p_a \right),$$

where $Vol_S = \sqrt{\det \gamma^{(0)}} \epsilon_{a_1 \cdots a_{d-2}} d\sigma^{a_1} \wedge \cdots \wedge d\sigma^{a_{d-2}}$. The quantities $N^a_b, b_i, p_a$ are called the $\mathfrak{gl}(2, \mathbb{R})$, $\mathfrak{diff}(S)$, and $\mathbb{R}^2$ momentum, respectively. Their explicitly expressions in term of the metric constituents are

$$N^b_a = \sqrt{-\det h^{(0)}} h_{(0)}^{bc} \epsilon_{ca}$$
$$b_j = - N^b_a a^{a}_{(1)jb}$$
$$p_d = \frac{1}{2} N^a_c h^{cb}_{(0)} (h^{(1)}_{dab} - h^{(1)}_{dab}),$$

with $\epsilon_{ab}$ the 2–dimensional Levi-Civita symbol.

We have shown that only vector fields of the form (131) contribute to the charges. This is a very important result, because it proves in a specific example the statement made in the previous paragraph, that only elements of the ucs can contribute to the charges. Note nonetheless that only the traceless elements in $\xi^{a}_{(1)b}$ is present, because $N^a_b$ is traceless. This implies that only the $\mathfrak{sl}(2, \mathbb{R})$ sub-algebra of $\mathfrak{gl}(2, \mathbb{R})$ contributes. Therefore, the asymptotic symmetry algebra is the Extended Corner Symmetry discussed at the end of the previous Subsection, that is,

$$ecs = (\mathfrak{diff}(S) \oplus \mathfrak{sl}(2, \mathbb{R})) \oplus \mathbb{R}^2,$$

which is compatible to the fact that this is the most general symmetry algebra for finite distance corners, [327, 332]. This algebra is a central result of the corner’s literature.
Charge algebra  As already stressed, we have not derived the charges (156) from first principles here, so we do not have a symplectic 2–form at our disposal. Nevertheless, we have a set of charges and field variations. Thus we can compute the variation of the charges, \( \delta_\xi H_\xi \). Keeping track of the embedding we compute

\[
\delta_\xi H_\xi = \delta_\xi \int_S \phi_0^*(Q_\xi).
\]  

(162)

Now the question is: does the field variation pass through the pull-back of the embedding? This is what we implicitly assumed so far, see for instance (11). However, we have seen that the embedding depends on the bulk coordinates, so a bulk diffeomorphism does not in general commute. In order to proceed carefully, we write

\[
\delta_\xi H_\xi = \delta_\xi \int_S \phi_0^*(Q_\xi) = \int_S [(\delta_\xi \phi_0^*)(Q_\xi) + \phi_0^*(\delta_\xi Q_\xi)].
\]  

(163)

Then, when \( \delta_\xi \phi_0^* = 0 \), our results coincide with Section 2. As we will see in the next Subsection, problems such as integrability arise exactly when \( \delta_\xi \phi_0^* \) should not be disregarded. The contribution to the charge algebra coming from the variation of the embedding is crucial, and must be taken into account.

We would like to compute how the embedding changes under a bulk diffeomorphism. This can be evaluated in full generality by interpreting the diffeomorphism actively or passively. An active interpretation is that the diffeomorphism changes the position of the embedded corner in the bulk, \( \delta_\xi \phi_0 \). A passive interpretation is that one can use the same embedding, but change the bulk coordinates. These two pictures must be equal and thus, infinitesimally, we have

\[
(\delta_\xi \phi_0^*)(Q_\xi) = -\phi_0^*(L_\xi Q_\xi).
\]  

(164)

This is one of the most important equations of this Subsection. Introducing a bracket notation,

\[
\{ H_\xi, H_\xi \} := \delta_\xi H_\xi = \int_S \phi_0^*(\delta_\xi Q_\xi - L_\xi Q_\xi),
\]  

(165)

we can explicitly evaluate the right-hand side. If we introduce the smeared charges

\[
N_\xi := \int_S \text{Vol}_S \xi^a_{(1)} b^N a \quad b_\xi := \int_S \text{Vol}_S \xi^j_{(0)} b_j \quad p_\xi := \int_S \text{Vol}_S \xi^a_{(0)} p_a,
\]  

(166)

then, from (165), using the field variations (146-149), one proves that\(^{22}\)

\[
\begin{align*}
\{ b_\xi, b_\xi \} &= b_{[\xi, \xi]} & \{ N_\xi, N_\xi \} &= N_{[\xi, \xi]} \quad \{ p_\xi, p_\xi \} = p_{[\xi, \xi]} = 0 \\
\{ b_\xi, N_\xi \} &= N_{[\xi, \xi]} & \{ N_\xi, p_\xi \} &= p_{[\xi, \xi]} \\
\{ b_\xi, p_\xi \} &= p_{[\xi, \xi]}
\end{align*}
\]

(167, 168, 169)

The charge algebra in this case is exactly the \( \mathfrak{c}\mathfrak{c}\mathfrak{s} \), and thus is a centreless (i.e., faithful, non-projective) representation of the asymptotic symmetry algebra.

This application to finite-distance corners had the goal of clarifying the discussion, and seeing how embeddings are important for the charge algebra. There are two pending questions

\(^{22}\)This is a long and technical computation. The author decided not to report details here, in order to have a more fluent discussion, and because they are carefully and explicitly done in [545].
From Asymptotic Symmetries to the Corner Proposal

- How can we account for $\delta \xi \phi$ directly on the field space? In other words, can we find a variational calculus in which $\phi$ is part of the field space?

- We assumed a definition of the Noether charges, and introduced a charge bracket. Are these coming from a symplectic 2–form? That is, for which symplectic 2–form are the brackets introduced here the Poisson brackets?

Both questions find an answer in the extended phase space.

3.4 Integrability: Extended Phase Space

In gravitational theories, the field space is usually given by the bulk metric constituents (called here $g_{\mu \nu}$), with

$$\nabla_\xi g_{\mu \nu} = \mathcal{L}_\xi g_{\mu \nu} = \delta \xi g_{\mu \nu} = \mathcal{L}_\xi g_{\mu \nu}. \quad (170)$$

As we have seen, to take into account embeddings, one has to assume that $\delta \phi \neq 0$. Thus, we have to consider an enlarged field space $(g_{\mu \nu}, \phi) \in \Gamma$. The theory of variational calculus on this enlarged field space is called the extended phase space.

The field $\chi$ To mathematically implement embeddings on the field space, we introduce a vector field on $M$ which is also a one form on $\Gamma$

$$\chi \in TM \otimes T^* \Gamma, \quad (171)$$
defined through the equation

$$\nabla_\chi = -\xi. \quad (172)$$

This is how embeddings appear on the field space. Indeed, for any functional $\mathcal{F}$, we postulate that

$$(\delta \phi^*)(\mathcal{F}) = \phi^*(\mathcal{L}_\chi \mathcal{F}), \quad (173)$$

where $\mathcal{L}_\chi$ is the spacetime Lie derivative along $\chi$. Then, contracting both sides with $\nabla_\chi$, we obtain

$$(\delta \xi \phi^*)(\mathcal{F}) = -\phi^*(\mathcal{L}_\xi \mathcal{F}), \quad (174)$$

which is the generalization of $(164)$.

The field $\chi$ is a unusual object. To familiarize with it, we will explicitly derive its variation. Consider a generic integrated functional

$$\mathcal{A} = \int_S \phi^* \mathcal{F}, \quad (175)$$

and take its variation

$$\delta \mathcal{A} = \int_S \left[(\delta \phi^*) \mathcal{F} + \phi^*(\delta \mathcal{F})\right]. \quad (176)$$

Using $(173)$, this reads

$$\delta \mathcal{A} = \int_S \phi^*(\delta \mathcal{F} + \mathcal{L}_\chi \mathcal{F}). \quad (177)$$
Now take another variation. Since $\delta^2 = 0$, we gather

$$0 = \delta^2 \mathcal{A} = \delta \int_S \phi^*(\delta \mathcal{F} + \mathcal{L}_\chi \mathcal{F}).$$

(178)

To proceed further, we need to compute $\delta(\mathcal{L}_\chi \mathcal{F})$. For this, one recalls that $\chi$ is a one form in field space, and thus

$$\delta(\mathcal{L}_\chi \mathcal{F}) = \mathcal{L}_{\delta \chi} \mathcal{F} - \mathcal{L}_\chi \delta \mathcal{F}.$$  

(179)

We will systematically use this kind of manipulations in the following. Thanks to this, we can compute

$$0 = \delta^2 \mathcal{A} = \delta \int_S \phi^*(\delta \mathcal{F} + \mathcal{L}_\chi \mathcal{F}) = \int_S [\delta(\phi^*)] \delta \mathcal{F} + \phi^*(\delta^2 \mathcal{F} + \delta(\mathcal{L}_\chi \mathcal{F})).$$

(180)

(181)

(182)

(183)

The first term satisfies

$$\mathcal{L}_\chi \mathcal{L}_\chi = \frac{1}{2} [\mathcal{L}_\chi, \mathcal{L}_\chi] = \mathcal{L}_{\frac{1}{2}[\chi, \chi]},$$

(184)

again because $\chi$ is a vector field on $M$, but also a one form on $\Gamma$. Therefore, (183) gives

$$0 = \int_S \phi^*((\mathcal{L}_{\frac{1}{2}[\chi, \chi]} + \mathcal{L}_{\delta \chi}) \mathcal{F}),$$

(185)

which eventually yields

$$\delta \chi = \frac{1}{2} \{\chi, \chi\}.$$  

(186)

This result is an important step toward the understanding of the extended phase space. Since the unfamiliar reader may find these computations difficult, let us write down in coordinates the $[\chi, \chi]$ commutator. In coordinates $y^M$ on $M$ and $\varphi^A$ on $\Gamma$, we can write

$$\chi = \chi^M_A \delta \varphi^A \partial_M.$$  

(187)

Then, we compute

$$[\chi, \chi] = [\chi^M_A \delta \varphi^A \partial_M, \chi^N_B \delta \varphi^B \partial_N] = (\chi^M_A \partial_M \chi^N_B - \chi^M_B \partial_M \chi^N_A) \delta \varphi^A \wedge \delta \varphi^B \partial_N.$$  

(188)

The field $\chi$ satisfies a relationship reminiscent of the BRST transformation of a ghost. The latter can be seen as arising from the horizontality condition on the principal fibre bundle of gauge theories, where the ghosts act vertically, see [612], and [610] for a reinterpretation of this result on Atiyah Lie algebroids. Similarly, the curvature of the field $\chi$ satisfies this horizontality condition, when seen as a field-space connection, as in [331].
Extended 2–form  To keep track of embeddings, we will consider a subregion \( R \) of \( M \). Then, using the notation \( \phi^k_\ast \) for a \( n \)-dimensional embedding, the action for the subregion is

\[
S_R = \int_R \phi^k_\ast(L). \tag{189}
\]

While one can at this stage assume that \( R = M \) and the embedding is the identity map, we will keep track of it, for it plays an important role. This construction is very similar to [327], where a reference manifold is introduced, and indeed we will find that our results are related to the results found there via ambiguities. Embeddings are related to edge modes. This can be seen observing that their contribution to the bulk dynamics is only on the corner, as we will prove here–below.

The variation of the action yields

\[
\delta S_R = \int_R \phi^k_\ast(\delta L + \mathcal{L}_\chi L) \equiv \int_R \phi^k_\ast(d\theta + d\dot{i}_\chi L) = \int_{\partial R} \phi^k_\ast(\delta \theta + i\chi L). \tag{190}
\]

Given a codimension–1 Cauchy hypersurface \( \Sigma \), the extended pre-symplectic potential is given by

\[
\Theta^\text{ext} := \int_{\Sigma} \phi^k_\ast(\delta \chi) = \int_{\Sigma} \phi^k_\ast(\theta + i\chi L),
\]

and reduces to the usual one when \( \chi = 0 \).

From this, we evaluate the extended pre-symplectic 2–form

\[
\Omega^\text{ext} = \delta \Theta^\text{ext} = \delta \int_{\Sigma} \phi^k_\ast(\theta + i\chi L) = \int_{\Sigma} \phi^k_\ast(\delta \theta + i\chi L + \mathcal{L}_\chi(\theta + i\chi L)). \tag{192}
\]

Using that \( \mathcal{L}_\chi \theta = di\chi \theta + i\chi d\theta \equiv d i\chi \theta + i\chi \delta L \), we compute

\[
\Omega^\text{ext} \equiv \int_{\Sigma} \phi^k_\ast(\delta \theta + i\delta \chi L - i\chi \delta \mathcal{L} + di\chi \theta + i\chi \delta L + \mathcal{L}_\chi i\chi L). \tag{193}
\]

The last term can be processed and, using the identity \( i_{[\xi,\zeta]} = [\xi,\zeta] \), gives

\[
\mathcal{L}_\chi i\chi L = [\mathcal{L}_\chi, i\chi] L - i\chi \mathcal{L}_\chi L = i_{[\chi,\chi]} L - i\chi d i\chi L = i_{[\chi,\chi]} L - \mathcal{L}_\chi i\chi L + d(i\chi i\chi L), \tag{194}
\]

which implies

\[
\mathcal{L}_\chi i\chi L = \frac{1}{2} i_{[\chi,\chi]} L + \frac{1}{2} d(i\chi i\chi L). \tag{195}
\]

Injecting this in (193) and utilizing (186) we obtain

\[
\Omega^\text{ext} \equiv \int_{\Sigma} \phi^k_\ast(\delta \theta - \frac{1}{2} i_{[\chi,\chi]} L + di\chi \theta + \frac{1}{2} i_{[\chi,\chi]} L + \frac{1}{2} d(i\chi i\chi L)) \tag{196}
\]

\[
= \int_{\Sigma} \phi^k_\ast(\delta \theta + d(i\chi \theta + \frac{1}{2} i\chi i\chi L)). \tag{197}
\]

Given the definition of the non-extended 2–form (8), we finally get

\[
\Omega^\text{ext} = \Omega + \int_{\Sigma} \phi^k_\ast d(i\chi \theta + \frac{1}{2} i\chi i\chi L) = \Omega + \int_{\partial \Sigma} \phi^k_\ast d(i\chi \theta + i\chi i\chi L) = \Omega + \Omega^\chi, \tag{198}
\]

where we defined

\[
\Omega^\chi := \int_{\partial \Sigma} \phi^k_\ast d(i\chi \theta + \frac{1}{2} i\chi i\chi L). \tag{199}
\]
This contribution is entirely due to the field $\chi$, so it is present only in the extended phase space. It is a corner – or edge – contribution, because it is a codimension–2 integral. Therefore, although we used embeddings like $\phi_d$ and $\phi_{d-1}$, it is only the corner embedding $\phi_{d-2}$ that contributes to the extended pre-symplectic 2–form. The extended 2–form is a central feature of the extended phase space, which will lead to integrable charges for all diffeomorphisms.

**Integrability** We wish to contract (198) with an arbitrary diffeomorphism, to obtain the canonical Noether charges, as we did in Section 2 for the non-extended case.

This is a long computation, that we report here in detail. It is wiser to contract $\Omega^\text{ext}$ as it appears in (192):

$$ I_{V_\xi} \Omega^\text{ext} = I_{V_\xi} \int \sum_{\Sigma} \phi^\delta_{d-1} (\delta (\theta + i_\chi L) + L_\chi (\theta + i_\chi L)) $$

$$ = \int \sum_{\Sigma} \phi^\delta_{d-1} (I_{V_\xi} \delta \theta + I_{V_\xi} L_\chi \theta + I_{V_\xi} L_\chi (i_\chi L) + I_{V_\xi} i_\chi L - I_{V_\xi} i_\chi L). $$

The first term can be processed into

$$ I_{V_\xi} \delta \theta = \Sigma_{V_\xi} \theta - \delta I_{V_\xi} \theta = L_\xi \theta - \delta I_{V_\xi} \theta, $$

where we used that $\Sigma_{V_\xi} \theta = L_\xi \theta$. The fourth term in (201) can also be reduced, using (172) and (186), to

$$ I_{V_\xi} i_\chi L = \frac{1}{2} L_{i[\xi,\chi]} L - \frac{1}{2} L_{[\xi,\chi]} = i_{[\xi,\chi]} L. $$

Inserting these results into (201), repeatedly using that $I_{V_\xi}$ anti-commutes with $\chi$, and applying (172), we obtain

$$ I_{V_\xi} \Omega^\text{ext} = \int \sum_{\Sigma} \phi^\delta_{d-1} (I_{V_\xi} \delta \theta + I_{V_\xi} L_\chi \theta + I_{V_\xi} L_\chi (i_\chi L) + I_{V_\xi} i_\chi L - I_{V_\xi} i_\chi L - L_\xi (i_\chi L) + L_\chi (i_\xi L) + i_{[\xi,\chi]} L + i_\xi \delta L + i_\chi L) $$

The third term in (206) can be further manipulated,

$$ L_\xi (i_\chi L) = i_{[\xi,\chi]} L + i_\xi L_\xi L = i_{[\xi,\chi]} L + i_\chi \Sigma_{V_\xi} L, $$

while the last term gives

$$ i_\chi L_{V_\xi} \delta L = i_\chi \Sigma_{V_\xi} L. $$

With these results, (206) becomes

$$ I_{V_\xi} \Omega^\text{ext} = \int \sum_{\Sigma} \phi^\delta_{d-1} (-\delta I_{V_\xi} \theta - L_\xi I_{V_\xi} \theta - L_\xi (i_\chi L) + L_\chi (i_\xi L) + i_{[\xi,\chi]} L + i_\xi \delta L + i_\chi L) $$

With the assumption

$$ \text{mod}_{d-1}(\delta (I_{V_\xi} \theta - i_\xi L) + L_\chi (I_{V_\xi} \theta - i_\xi L)). $$

In this derivation, we assume that there are no anomalies, in the language of [232], and subsequent works [239, 329]. We also assume that the vector fields are field-independent. This computation has been performed without these assumptions in [329, 330].
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We have thus isolated the weakly-vanishing local Noether current \( J_{V_x} \), see (17). This equation can then be rewritten as

\[
I_{V_x} \Omega^\text{ext} = - \int_{\Sigma} \phi_{d-1}^* (\delta J_{V_x} + \mathcal{L}_\chi J_{V_x}).
\]

(211)

The second term in this expression is exactly what is needed to account for the variation of the embedding, (173). Therefore, we have shown that

\[
I_{V_x} \Omega^\text{ext} = - \int_{\Sigma} \phi_{d-1}^* (\delta J_{V_x} + \mathcal{L}_\chi J_{V_x}) \approx - \delta \int_{\partial \Sigma} \phi_{d-2}^* Q_x = - \delta H_x,
\]

(212)

where we used Noether’s second theorem to show that this is entirely a corner contribution. Equation (212) is the most important result of this Section. It proves that all Noether charges associated to diffeomorphisms are integrable on the extended phase space. It further shows that the canonical charge is exactly the Noether charge stemming from Noether’s second theorem. In other words, all diffeomorphisms are symplectomorphisms of the extended pre-symplectic 2–form \( \Omega^\text{ext} \). We are finally able to answer the questions at the end of Subsec. 3.3. For the first question, the variation of the embedding \( (\delta_x \phi) \) is accounted for in the field space thanks to \( \chi \). Concerning the second question, the Noether charges that we postulated in that Subsection are the canonical charges on the extended phase space, and the bracket we used is nothing but the Poisson bracket for \( \Omega^\text{ext} \). Thus, the whole \( \epsilon \psi \) is canonically realized at finite-distance corners, using the extended phase space.

Before concluding, we observe that the charges can be non-conserved, but this fact is fully accounted for by the extended pre-symplectic potential. Indeed, we compute as in (60),

\[
H_x |_{S_2} - H_x |_{S_1} = \int_{S_1} \phi_{d-1}^* dQ_x = \int_{S_1} \phi_{d-1}^* (I_{V_x} \theta - i_x \mathcal{L}) = \int_{S_1} \phi_{d-1}^* I_{V_x} (\theta + i_x L) = I_{V_x} \Theta^\text{ext}_{S_1,S_2},
\]

(213)

where we used (191). So we have disentangled integrability from non-conservation. The former is always attained on the extended phase space, while the latter instructs us about physical fluxes in the spacetime.

This is the framework that we advocated in Subsec. 2.5 to be the resolution number 2 to the problem of integrability. Clearly, the system at hand is still dissipative, but dissipation is now associated to non-trivial variations of the embedding. It is remarkable that embeddings can cure integrability. It seems that they know – or can keep track of – the dissipative degrees of freedom in the evolution of the corner. We here showed this fact mathematically, but we are still at a very primitive stage of understanding of the physics behind it. It is an extremely thrilling and exciting avenue of investigation, that touches upon the physics of dissipative systems, and how to account for dissipation on the field space.

Given a classical system, the Poisson bracket algebra is the structure that is most amenable to quantization. Thus, the fact that the extended phase space provides a Poisson bracket even in the presence of dissipation is crucial for quantization, and it is one of reasons why the author believes that this is an interesting path to pursue. We return to this in Section 4, where we eventually formalize the corner proposal.

3.5 Exercise: DGGP in our Approach

The general finite-distance discussion of Subsec. 3.3 is applicable to asymptotic symmetries at the black hole horizon. We show this as an exercise, that will raise some interesting questions on
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the gauge-fixing approach.

We follow closely the framework of the paper by Donnay, Giribet, Gonzalez, and Pino (DGGP) [249], where it was found that the near-horizon asymptotic symmetry group is BMS. For concreteness, we will concert our attention to 3−dimensional Einstein gravity. We use Gaussian null coordinates, such that the line element, in coordinates $x^\mu = (\rho, v, \varphi)$, can be written as

$$d\bar{s}^2 = g_{\mu\nu} dx^\mu dx^\nu = f(\rho, v, \varphi) dv^2 + 2k(\rho, v, \varphi) dv d\rho + 2h(\rho, v, \varphi) dv d\varphi + R^2(\rho, v, \varphi) d\varphi^2. \quad (214)$$

The coordinate $\rho$ is the radial coordinate, $v$ is the null time, and $\varphi$ is the $2\pi$−periodic angular coordinate.

To connect with the steps of Subsec. 2.4, the theory is 3−dimensional Einstein gravity (S1), the line element (214) is in the Gaussian null gauge (S3), the boundary is located at $\rho \to 0$, and the falloffs (S2) are given by

$$f(\rho, v, \varphi) = -2\kappa \rho + O(\rho^2) \quad (215)$$
$$k(\rho, v, \varphi) = 1 + O(\rho^2) \quad (216)$$
$$h(\rho, v, \varphi) = \theta(\varphi) \rho + O(\rho^2) \quad (217)$$
$$R^2(\rho, v, \varphi) = \gamma^2(\varphi) + \lambda(\varphi) \rho + O(\rho^2). \quad (218)$$

This completely specifies the theory (S1-S3) that we are dealing with.

Q1) **Compute the induced metric at $\rho \to 0$, and the norm of $\partial_v$.**

Using all the ingredients above, we get

$$d\bar{s}^2|_{\rho=0} = \gamma^2(\varphi) d\varphi^2, \quad (219)$$

for all values of $v$. Thus, the induced metric at $\rho \to 0$ is degenerate in time, which signals the presence of a 2−dimensional Carrollian manifold − a null hypersurface. Furthermore, we compute the norm of $\partial_v$

$$g(\partial_v, \partial_v) = f(\rho, v, \varphi) = -2\kappa \rho + O(\rho^2), \quad \lim_{\rho \to 0} g(\partial_v, \partial_v) = 0. \quad (220)$$

Therefore $\partial_v$ is null on the Carrollian manifold. This is the structure of a black hole horizon, which is thus the boundary under scrutiny, at $\rho = 0$. This boundary is at finite distance, because there are no non-removable poles in the radial coordinate.

Since this is a finite-distance configuration, we can use the general results of Subsec. 3.3.

Q2) **Comparing (214) with (142), find which metric constituents are turned on in (143).**

We have to adapt the notation of (142) to this 3−dimensional setup. The corner that we are interested in is the circle on the horizon at fixed value of time $v$. Thus, the normal coordinates are $u^a = (\rho, v)$ while $x^i = \varphi$ is the coordinate on the 1−dimensional embedded corner. Eq. (142) then reads

$$d\bar{s}^2 = h_{ab}(du^a - a^a d\varphi)(du^b - a^b d\varphi) + \gamma_{\varphi\varphi} d\varphi^2. \quad (221)$$
Since \( g_{\rho\rho} = 0 \), we get that \( h_{\rho\rho} = 0 \), and thus

\[
\text{d}s^2 = h_{vv}(\text{d}v - a^v\text{d}\varphi)(\text{d}v - a^v\text{d}\varphi) + 2h_{\rho v}(\text{d}\rho - a^\rho\text{d}\varphi)(\text{d}v - a^v\text{d}\varphi) + \gamma_{\varphi\varphi}\text{d}\varphi^2.
\]

(222)

Comparing with (214), we gather

\[
h_{vv} = f \quad h_{\rho v} = k \quad a^v = 0 \quad a^\rho = -\frac{h}{k} \quad \gamma_{\varphi\varphi} = R^2.
\]

(223)

Expanding in powers of \( \rho \) and \( v \), as in (143), and comparing with (215), we read off that the non-vanishing metric constituents up to order \( \rho \) are

\[
h_{vv}^{(1)} = -2k \quad h_{\rho v}^{(0)} = 1 \quad a^\rho_{(1)\rho} = -\theta(\varphi) \quad \gamma_{\varphi\varphi}^{(0)} = \gamma^2(\varphi) \quad \gamma_{\varphi\varphi\rho}^{(1)} = \lambda(\varphi).
\]

(224)

This is a simple realization of the generic parameterization we presented in Subsec. 3.3.

Although we will not explicitly solve it here, the reader is invited to show that the residual vector fields (S4) are of the form

\[
\xi = T(\varphi)\partial_v + \frac{\theta(\varphi)}{2\gamma^2(\varphi)} T'(\varphi)\rho^2\partial_\rho + (Y(\varphi) - \frac{1}{\gamma^2(\varphi)} T'(\varphi)\rho + \frac{\lambda(\varphi)}{2\gamma^4(\varphi)} T'(\varphi)\rho^2)\partial_\varphi + O(\rho^3).
\]

(225)

The explicitly form, and metric-dependency, of this vector field comes from requiring that it preserves the gauge. Indeed, the equation \( L_\xi g = 0 \) inevitably makes the vector field metric-dependent. On the other hand, if one writes only the components and orders containing independent generators, one gets

\[
\xi = T(\varphi)\partial_v + Y(\varphi)\partial_\varphi.
\]

(226)

This is where the gauge-fixing approach clashes with Subsec. 3.3, in which the bulk metric is not gauge-fixed. Requiring to preserve a gauge leads to field-dependent vector fields, \( \delta\xi \neq 0 \). We know how to deal with this in the extended phase space (see [329]), but we prefer to continue following the analysis 3.3, and show that the charges turn out to be equal to those computed in [249] in the gauge-fixing approach. This allows us to establish a general gauge-free framework.

Q3) Compare (226) with (131), what is the algebra of residual diffeomorphisms?

In 3 dimensions, (131) reads

\[
\xi = \xi^\varphi_0 \partial_\varphi + \xi^a_{(1)\rho} h^b \partial_a + \xi^a_{(0)} \partial_a.
\]

(227)

Therefore, in order to obtain (226), we have to set

\[
\xi^\varphi_0 = Y(\varphi) \quad \xi^a_{(1)\rho} = 0 \quad \xi^\varphi_0 = T(\varphi) \quad \xi^a_{(0)} = 0.
\]

(228)

Notice that we would have reached the same conclusion if we considered (225) instead, except that (225) contains other terms that are not in the \( \text{ucs} \), which nonetheless do not contain new independent generators. The algebra we obtain is thus \( \text{diff}(S) \in \mathbb{R} \), which is exactly the generalized bms algebra, see (141). The factor \( Y(\varphi) \) generates \( \text{diff}(S) \), while the function \( T(\varphi) \) is a supertranslation in the null direction.
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Q3) **Using the trivial embedding** \( \varphi_0 : \sigma \mapsto (u^a(\sigma) = 0, \varphi(\sigma) = \sigma) \), **compute the charges.**

This is a simple application of (157). The corner is the 1-dimensional circle spanned by the coordinate \( \sigma \), and \( Vol_S = \gamma(\sigma)d\sigma \). Using (228), equation (157) becomes

\[
H_\xi = \int_0^{2\pi} d\sigma \gamma(\sigma) \left(Y(\sigma)(b_\varphi + T(\sigma)p_\nu)\right). \tag{229}
\]

Computing (158) with (224), we gather (conventions: \( \epsilon_{\nu\rho} = -1 \))

\[
N^\nu_\nu = 1 \quad N^\rho_\rho = -1 \quad b_\varphi = -\theta(\sigma) \quad p_\rho = 0 \quad p_\nu = 2\kappa. \tag{230}
\]

Therefore, we obtain the charges

\[
H_\xi = \int_0^{2\pi} d\sigma \gamma(\sigma) \left(2\kappa T(\sigma) - Y(\sigma)\theta(\sigma)\right). \tag{231}
\]

These are exactly the charges found in [249], but they come here from the application of the general finite-distance analysis of Subsec. 3.3, rather than a top-down charge computation.

The momentum in the \( \nu \) direction, \( \kappa \), is the black hole surface gravity. Its interpretation as the response of the system to a horizon supertranslation sheds light on the physics of near-horizon asymptotic symmetries.

We have found that the asymptotic symmetries are exactly given by (226). The fact that our charges coincide with [249] could have been anticipated, because we are here in a setup where charges are integrable, conserved, and finite, and thus the extended phase space calculations coincide with those of Section 2. To recapitulate, we have here re-derived the appearance of the \( \text{bms}_3 \) near-horizon symmetry using the extended phase space, in the gauge-free approach of Subsec. 3.3. Clearly, it would be interesting to apply our method to other constructions of asymptotic symmetries in the literature (see the Introduction for a complete list of examples). We expect that this could both clarify old results and allow us to gather a better understanding of the physics of embeddings, especially in contexts where integrability does not hold in the non-extended phase space, due to the presence of fluxes.

4. **The Proposal**

We have gathered all the necessary ingredients to finally enunciate the corner proposal. The main idea has already been discussed in the Introduction, and at various stages of Section 3. While so far we focussed on classical gravity, we we will explore in this Section potential outcomes of the corner proposal in quantum gravity.

The corner proposal is discussed in these papers [55, 204, 320–322, 327, 328, 332, 334, 336, 343, 545, 546], and this Section follows closely [546]. Once the proposal enunciated, we will initiate a study of the \( \text{ucs} \) algebra. This is not meant to be a top-down analysis, but rather a survey of important mathematical tools that one needs to address the problem, such as the coadjoint orbit method and the theory of Atiyah Lie algebroids. Independently from applications to the corner proposal, these are relevant tools that are permeating the theoretical physics community.
4.1 The Main Idea

Classical gravity is not renormalizable, and direct attempts to quantize gravity lead to pathologies. As per the core of these lectures, we will use symmetries as a guiding principle. Gauge symmetries are classical redundancies of the system that are not expected to survive in quantum gravity. This applies in particular to diffeomorphisms that are pure gauge (trivial transformations in the language of 2.4). On the other hand, we have seen that there are diffeomorphisms that are asymptotic symmetries, carrying a non-vanishing Noether charge. In pure gravity, Noether charges are the only observables, organised according to the charge algebra. Therefore, the symmetries associated are not redundancy, they physically act on the field space. The corner proposal focuses on these symmetries, and posits that they survive in quantum gravity, and become the organising principle for quantum observables. This is clearly a long road, and we are merely starting to appreciate the far-reaching consequences of this proposal. Let us state it more rigorously.

The direction we followed so far is schematically the following

\[ \text{Lagrangian Theory} \downarrow \text{Symplectic Structure at Boundaries} \downarrow \text{Charges and Algebra at Corners} \]

Along the way, we have established two fundamental results. The first is the existence of a universal symmetry group, the \( \text{UCS} \), such that any classical Lagrangian theory sources one of its sub-groups at corners. The second is the extended phase space, such that there exists a symplectic structure on which all \( \text{UCS} \) symmetries are canonically realized. This implies that for any Lagrangian theory, the road (232) leads to integrable charges and thus a well-defined charge algebra at corners. Given these two results, in the corner proposal we break ties with the Lagrangian theory and the symplectic structure at boundaries, and declare that\(^{24}\)

Corner Proposal: \(\textbf{A gravitational theory is described by a set of charges and their algebra at corners.}\)

Loosing ties with the previous steps in (232) automatically infers three important features. First, we get rid of trivial diffeomorphisms, thanks to the quotienting of Subsec. 2.4.\(^{25}\) Secondly, there is no classical metric to begin with, but only a set of charges. This is more reminiscent of quantum mechanics, where the fundamental ingredients are a Hamiltonian and the complete set of commuting observables. Charges at corners can indeed be promoted to quantum operators, whereas one cannot do so for a full bulk metric, because of pure gauge directions and fields, that are instead peeled off in the corner proposal. Third, and lastly, corners can provide a discrete geometry in the normal planes. Indeed, given two corners and their charges, there is no a priori guarantee that the two corners are connected by a smooth \(d\)–dimensional space. This is a peculiar discretization program, because only the normal 2–dimensional space is discrete. It is promising due to the unique features that characterize 2–dimensional geometries.

In practice, the corner proposal focuses on charges and corners. How does spacetime emerge, as opposed to a quantum theory of charges? This question is at the core of nowadays investigations

\(^{24}\)Forgetting the bulk in favour of a lower-dimensional geometry is a very primitive notion of holography.

\(^{25}\)These diffeomorphisms must re-appear in the semi-classical bulk reconstruction, similar to what happens in the mean-field approximation in statistical mechanics.
on corners, and it is addressed by studying the representations of the charge algebra. Ideally, a full understanding of the representation theory of the $\mathfrak{ucs}$ will lead us to an appreciation of representations that are more suitable for a quantum theory:

\[
\text{Charges and Algebra at Corners} \rightarrow \text{Representations} \rightarrow \text{Quantum Representations?}
\]

A classical gravitational theory with a metric and diffeomorphisms is here a particular representation and a limiting procedure, as it should be for classical physics in a quantum world. We stress how reformulating gravity in this language brings it closer to quantum mechanics: it is a theory of operators (charges) and commutator relationships, and the focus is on the algebraic representation theory.

In the following of this Section, we will initiate the study of representations for the $\mathfrak{ucs}$. Clearly, we are at an early stage of development of the corner proposal. It is evident that this is a long and difficult road, and success is by no means guaranteed. On the other hand, this proposal is based on very few assumptions, and one could say that it is just a deep appreciation of Noether’s second theorem. This is why we believe that it is a solid avenue of research that set a proper stage to address questions in quantum gravity.

### 4.2 UCS, ECS, ACS, and Local Counterparts

As we discussed, the first step in the corner proposal is the study of representations for the $\mathfrak{UCS}$ and its physically relevant sub-groups, as described in Subsec. 3.2.

First, note that the $\mathfrak{gl}(2, \mathbb{R})$ algebra in the $\mathfrak{ucs}$ is a direct sum of $\mathfrak{sl}(2, \mathbb{R})$ and an Abelian factor, that we call $\mathfrak{w}$ (for Weyl) because it is a trace generator:

\[
\mathfrak{ucs} = \left( \mathfrak{diff}(S) \oplus (\mathfrak{w} \oplus \mathfrak{sl}(2, \mathbb{R})) \right) \oplus \mathbb{R}^2.
\]  

(234)

There are two main sub-algebras that we have identified. The first is the $\mathfrak{ecs}$

\[
\mathfrak{ecs} = (\mathfrak{diff}(S) \oplus \mathfrak{sl}(2, \mathbb{R})) \oplus \mathbb{R}^2,
\]

(235)

which is the maximal algebra at finite distance corners. The second is $\mathfrak{bmsw}$, although we observe two facts. First, more generally we could consider an algebra for asymptotic corners that has both supertranslations turned on. Secondly, one can show that the $\mathbb{R}$ factor in $\mathfrak{bmsw}$ is exactly the trace generator $\mathfrak{w}$. Thus, we introduce the sub-algebra

\[
\mathfrak{acs} = (\mathfrak{diff}(S) \oplus \mathfrak{w}) \oplus \mathbb{R}^2,
\]

(236)

where $\mathfrak{acs}$ stands for “asymptotic corner symmetry”.

Therefore, the $\mathfrak{ecs}$ and $\mathfrak{acs}$, that are the maximal symmetry groups at finite and asymptotic corners, realize complementary sectors of the $\mathfrak{gl}(2, \mathbb{R})$ sub-algebra

\[
\mathfrak{ucs} = (\mathfrak{diff}(S) \oplus (\mathfrak{w} \oplus \mathfrak{sl}(2, \mathbb{R})) \oplus \mathbb{R}^2
\]

(237)

\[
\mathfrak{ecs} = (\mathfrak{diff}(S) \oplus \mathfrak{sl}(2, \mathbb{R})) \oplus \mathbb{R}^2
\]

(238)

\[
\mathfrak{acs} = (\mathfrak{diff}(S) \oplus (\mathfrak{w}) \oplus \mathbb{R}^2.
\]

(239)

26The reduction of $\mathfrak{acs}$ to $\mathfrak{bmsw}$ is always possible on the coadoint orbits.
Although we do not have a Lagrangian theory that realizes the full $\ecs$ at a single corner, we see that studying this algebra allows us to understand both asymptotic and finite-distance corners.

We can introduce a basis for the $\ecs$ given by the $\diff(S)$ basis $\partial_a$, a $2 \times 2$ matrix $t^a_{\ b}$ for $\gl(2, \mathbb{R})$, and a $2$–dimensional vector $t_a$ for the $\mathbb{R}^2$. The algebra structure is then obtained through the brackets

$$ [\partial_a, \partial_b] = 0 \quad [\partial_a, t^a_{\ b}] = 0 = [t^a_{\ b}, t_a] \quad [t^a_{\ b}, t^c_{\ d}] = \delta_b^c t^a_{\ d} - \delta_a^c t^b_{\ d} \quad [t^a_{\ b}, t_c] = -\delta_c^a t_b \quad [t_a, t_b] = 0 \tag{240} $$

The semi-direct action of $\diff(S)$ on the other sectors of the algebra is entirely given by the action of the $\diff(S)$ basis on the components of elements of the $\ecs$, that are indeed valued on the corner $S$. An element of the algebra $\chi \in \ecs$ is therefore given by

$$ \chi = \xi^a(\sigma) \partial_a + \theta^a_{\ b}(\sigma) t^b_{\ a} + b^a(\sigma) t_a. \tag{241} $$

The restriction to $\ecs$ and $\acs$ can be performed algebraically by imposing that $t^a_{\ b}$ is traceless, or full trace, respectively. Let us see this concretely. The basis $t^a_{\ b}$ and $t_a$ are abstract, but we can use a spacetime representation such that the index $a$ is a coordinate index for a $2$–dimensional space and $u^a = (u, \rho)$ are the coordinates. Then, we decompose

$$ t^a_{\ b} \mapsto (w, t_3, t_+ \ldots) \quad w = u \partial_u + \rho \partial_\rho, \quad t_3 = u \partial_u - \rho \partial_\rho \quad t_+ = u \partial_+ \quad t_- = \rho \partial_- \tag{242} $$

Using the spacetime Lie bracket, one shows that $(t_3, t_+, \ldots)$ form a $\sl(2, \mathbb{R})$ algebra while $w$ is an Abelian ideal. We refer to the latter as a trace operator, because it can be written as $\delta^a_{\ b} t^b_{\ a}$, while all $\sl(2, \mathbb{R})$ have vanishing trace. Then, the restriction to $\ecs$ and $\acs$ is achieved by simply disregarding $w$ or $(t_3, t_+, \ldots)$, respectively.

Therefore, the $\ecs$ generator (241) is the central object to inspect. The $\diff(S)$ part acts derivatively on the components, and this creates a technical challenge in the study of representations. It is wiser to start studying the algebra without the $\diff(S)$ part, which can either be seen as a situation in which the corner is $0$–dimensional (2–dimensional gravity), or as the algebra analysis point by point on $S$. We thus define the algebras

$$ \ecs \to \mathfrak{h} := (w \oplus \sl(2, \mathbb{R})) \oplus \mathbb{R}^2 \quad \ecs \to \mathfrak{h}_s := \sl(2, \mathbb{R}) \oplus \mathbb{R}^2 \quad \acs \to \mathfrak{h}_w := w \oplus \mathbb{R}^2. \tag{243} $$

These algebras are now considerably simpler. They have 6, 5, and 3 generators, respectively.

We claimed that the $\ecs$ and $\acs$ play a particular role among the $\ecs$ subalgebras, as the algebras associated to finite-distance and asymptotic corners. It is remarkable that these algebras have also a special role from a purely algebraic viewpoint. This can be seen for their local counterparts, $\mathfrak{h}_s$ and $\mathfrak{h}_w$. Indeed, the reader is invited to show that $\mathfrak{h}_s$ and $\mathfrak{h}_w$ are the only two non-Abelian ideals of the algebra $\mathfrak{h}$. It is the author’s personal opinion that this is not a coincidence, and it would be gratifying to have an abstract group theoretical rationale for this pattern.

We wish now to study representations. These algebras are complicated non-compact nor semisimple Lie algebras, and thus we do not have many mathematical results on their representation theory. We will resort to the coadjoint orbit method, which is much in spirit with these lectures, as it is based on a proper understanding of the geometric structure of these algebras, and their dual coalgebras.

---

27The algebra is a vector space, so elements of the algebra are vectors that can be expressed in this suitable basis.
4.3 Coadjoint Orbit Method in a Nutshell

We will first introduce the general coadjoint orbit theory, and then apply it to our algebras. The aim of this Subsection is to give the necessary ingredients for the rest of the notes. This is by far not a scrupulous review, and we re-direct the mathematically-inclined reader to [547–551] and [552–562] for more details.

Consider a Lie algebra \( \mathfrak{g} \) over the field of reals \( \mathbb{R} \), and its Lie group \( G \). Since \( \mathfrak{g} \) is a vector space, it admits a dual space \( \mathfrak{g}^* \) (often called coalgebra) whose elements are maps from \( \mathfrak{g} \) to \( \mathbb{R} \). Given an element \( m \in \mathfrak{g}^* \) and a Lie algebra element \( \mu \in \mathfrak{g} \), we thus have

\[
m : \mathfrak{g} \rightarrow \mathbb{R}, \quad m(\mu) \in \mathbb{R}.
\] (244)

The adjoint action of \( G \) on \( G \), given two group elements \( g, k \in G \), is defined via

\[
Ad_g : G \rightarrow G \quad Ad_g(k) := gkg^{-1}.
\] (245)

We will use the same symbol for the adjoint action of the group on the algebra

\[
Ad_g(\mu) := g\mu g^{-1}.
\] (246)

In our convention, \( Ad \) is a left action:

\[
Ad_l g(k) = lgk(lg)^{-1} = lgkg^{-1}l^{-1} = Ad_l(gkg^{-1}) = Ad_l(Ad_g(k)),
\] (247)

for all \( l, g, k \in G \). From the group adjoint action one derives the adjoint action of the algebra on itself. This should be proven as an exercise, using the Lie group exponential map \( exp : \mathfrak{g} \rightarrow G \).

Given \( \mu, \nu \in \mathfrak{g} \), we have

\[
ad_\mu : \mathfrak{g} \rightarrow \mathfrak{g} \quad ad_\mu(\nu) = [\mu, \nu].
\] (248)

One can then define the coadjoint action of the group \( G \) on \( \mathfrak{g}^* \),

\[
Ad^*_g : \mathfrak{g}^* \rightarrow \mathfrak{g}^* \quad (Ad^*_g m)(\nu) := m(Ad_{g^{-1}}(\nu)).
\] (249)

The appearance of the inverse group element is not conventional. It guarantees that the coadjoint action is also a left action

\[
(Ad^*_g m)(\nu) = m(Ad_{(fg)^{-1}}(\nu)) = m(g^{-1}f^{-1}\nu fg) = m(g^{-1}Ad_{f^{-1}}(\nu)g)
\]
\[
= m(Ad_{g^{-1}}(Ad_{f^{-1}}(\nu))) = (Ad^*_g m)(Ad_{f^{-1}}(\nu)) = (Ad^*_g Ad^*_g m)(\nu).
\] (250)

As for the adjoint action on the algebra, from (249) one can derive the coadjoint action of the algebra on the coalgebra

\[
ad^*_\mu : \mathfrak{g}^* \rightarrow \mathfrak{g}^* \quad (ad^*_\mu m)(\nu) = -m(ad_\mu(\nu)) = -m([\mu, \nu]).
\] (252)

The coadjoint orbit at the point \( m \in \mathfrak{g}^* \) is the group defined via

\[
O_m := \{ g \in G \mid Ad^*_g m \neq m \}, \quad O_m := \{ \mu \in \mathfrak{g} \mid ad^*_\mu m \neq m \},
\] (253)
where we also introduced the coadjoint orbit algebra \( O_m \). The stabilizer (or isotropy) group and algebra at \( m \) are instead given by those elements that preserve \( m \):

\[
S_m := \{ g \in G \mid Ad^*_g m = m \}, \quad S_m = \{ \mu \in \mathfrak{g} \mid ad^*_\mu m = m \}.
\]

(254)

The important result in the theory of coadjoint orbits is that

\[ O_m = G \bigg/ S_m. \]

(255)

Then, for nilpotent compact Lie groups, the coadjoint orbits \( O_m \) are in one to one correspondence with all irreducible representations of \( \mathfrak{g} \). This is a remarkable result, and allows us to classify all irreducible representations just by studying the orbit geometry of \( \mathfrak{g}^* \). Unfortunately, this result is not a theorem (that is why it is called the coadjoint orbit “method”), and it is not clear whether for more complicated groups this correspondence still holds. Nonetheless, it is one the best tools at our disposal to at least find certain representations, and thus we will explore it further in the rest of these notes.

The main ingredient to study orbits is the Kirillov-Kostant-Souriau (KKS) symplectic 2--form:

\[
\Omega_m : O_m \otimes O_m \to \mathbb{R} \quad \Omega_m(\mu, \nu) := \Omega_m(ad^*_\mu m, ad^*_\nu m) := m([\mu, \nu]).
\]

(256)

By construction, the KKS 2--form is non-degenerate and invertible on the orbits, because the elements of the stabilizer group have been quotienting out. Understanding the features of this 2--form is clearly equivalent to understand the coadjoint action, see (252). Mathematically, the coalgebra \( \mathfrak{g}^* \) is a Poisson manifold, foliated by non-degenerate symplectic leaves, the orbits. Studying orbits is thus a geometric problem on this Poisson manifold with “metric” \( \Omega_m \), which – fascinatingly – provides us information about the properties of the algebra.

4.4 Applied to \( \mathfrak{h} \)

The general theory of coadjoint orbit can be applied to our local algebra \( \mathfrak{h} \), which is a 6--dimensional algebra. In the \((t^a_b, t_c)\) basis described in Subsec. 4.2, an element \( \mu \in \mathfrak{h} \) is given by

\[
\mu = \theta^a b^b a + b^c t_c.
\]

(257)

The dual basis \((\tilde{t}^a_b, \tilde{t}^c)\) for the coalgebra is such that

\[
\tilde{t}^a_b(t^c_d) = \delta^a_d \delta^c_b, \quad \tilde{t}^a_b(t_c) = 0, \quad \tilde{t}^a(t^b_c) = 0, \quad \tilde{t}^a(t_b) = \delta^a_b.
\]

(258)

A generic element \( m \in \mathfrak{h}^* \) is written as

\[
m = J^a_b \tilde{t}^b \mu_a + P_a \tilde{t}^a,
\]

(259)

and acts on the algebra as follows

\[
m(\mu) = \theta^a_b J^b_a \mu_a + b^c P_c.
\]

(260)

\[\text{The 2--form is, strictly speaking, the map } \Omega_m(., .) \text{. In the following, in an abuse of language, we will call the 2--form both this and the contracted quantity } \Omega_m(\mu, \nu).\]
We call the components of $m$ in (259) $J^a_b$ and $P_a$ for analogy with the coadjoint analysis for Poincaré, which reveals that they are indeed the angular momentum and the linear momentum of a particle in that case. We will insist on the physics of the coalgebra when we introduce the moment map, but we can already remark at this stage that specifying a point on the coalgebra should be think of as specifying the value of the fields for a theory. Then, moving on an orbit is the algebraic equivalent of a field variation.

The coadjoint action (252) can be computed explicitly for $\mathfrak{h}$. Introducing

$$\nu = \theta^a b^b a + b^c t^c,$$  

(261)

and using (240), we get

$$(ad^*_\mu m)(\nu) = -m(\mu, \nu) = J^a_b [\theta, \theta']^b a + P_a (\theta^a b^b b - \theta^a b^b b),$$

(262)

where we introduced the notation $[\theta, \theta']^b a = \theta^a c \theta^c b - \theta^a c \theta^c b$. We want to read $ad^*_\mu m$ from this expression. Since this is a typical procedure, we perform it in detail. Generically, $ad^*_\mu m$ is a new point on the coalgebra. Therefore, we can decompose it in our basis as

$$ad^*_\mu m = \delta_\mu J^a_b b^b a + \delta_\mu P_c b^c,$$

(263)

where we called the components $\delta_\mu J^a_b$ and $\delta_\mu P_c$ to emphasize that it is obtained starting from $m$ and acting with $\mu$. This is just a symbolic expression, the symbol $\delta$ is not associated to a field variation at this point. Acting on $\nu$ we gather

$$(ad^*_\mu m)(\nu) = \delta_\mu J^a_b \theta^b a + \delta_\mu P_c b^c.$$  

(264)

Finally, comparing this expression with (262), we can read off the components of $ad^*_\mu m$,

$$\delta_\mu J^a_b = [J, \theta]^a_b b^a P_b \quad \delta_\mu P_c = P_b \theta^b c.$$  

(265)

This means that

$$ad^*_\mu m = ([J, \theta]^a_b b^a P_b) t^b a + P_b \theta^b c.$$  

(266)

By computing the coadjoint action, we have already extrapolated the KKS 2–form (256)

$$\Omega^a_b(\mu, \nu) = -J^a_b [\theta, \theta']^b a - P_a (\theta^a b^b b - \theta^a b^b b).$$  

(267)

To study the various orbits, we have to analyse this form. The first observation is that (265) is a solvable (invertible) system as long as the combination

$$C_3 = P_a J^a_b b^c c,$$

(268)

is non-vanishing. This means that (267) can be expressed as a function of $\delta_\mu J^a_b$ and $\delta_\mu P_c$ as long as $C_3 \neq 0$. Then, we have 6–dimensional orbits, each labelled by the value of $C_3$. If we are in one of these orbits, it means that we span the whole coalgebra. In fact, as long as $C_3 \neq 0$, the isotropy group $S_m$ is trivial, and thus $O_m$ is the full group $H$. In this scenario, the KKS 2–form gives rise to a Poisson bracket that is exactly the same as the Lie bracket for the algebra $\mathfrak{h}$. Let us briefly show
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this. We compactly denote $Z^A = (J^a_b, P_c)$. Then, when $C_3 \neq 0$, eq. (267) can be inverted and gives

$$\Omega^h_m(\mu, \nu) = \Omega_{AB}(Z)(\delta_{\mu} Z^A \delta_{\nu} Z^B - \delta_{\nu} Z^A \delta_{\mu} Z^B).$$

(269)

Given a symplectic 2–form, the Poisson bracket are given by the inverse matrix elements:

$$\{Z^A, Z^B\} = \Omega^{AB}.$$  

(270)

Computing this explicitly gives a Poisson bracket algebra which is exactly the same as $\mathfrak{h}$.

On the other hand, when the algebra is odd-dimensional, there are no symplectic leaves that span the whole algebra, because a symplectic orbit must be even-dimensional by construction. Instead of classifying the orbits when $C_3 = 0$, we study the algebras $\mathfrak{h}_s$ and $\mathfrak{h}_w$, to see how they are realized inside $\mathfrak{h}$–orbits. We start with $\mathfrak{h}_s$. Then, we must impose that $t^a_b$ is traceless. This implies

$$[t^a_b, t^c_d] = \delta^c_b t^a_d - \delta^a_d t^c_b \quad [t^a_b, t^c] = -\delta^a_c t^b - \frac{1}{2} \delta^a_d t^c \quad [t^a_b, t^c_b] = 0.$$  

(271)

In particular, also the components $\theta^a_b$ are traceless. We leave the computation of the KKS 2–form as an exercise, but we remark that we can compute the variation of (268). In general, we obtain

$$\delta_\mu C_3 = Tr(\theta^a_b),$$  

(272)

which thus vanishes for $\mathfrak{h}_s$. Therefore, $\mathfrak{h}_s$ is a cubic Casimir of $\mathfrak{h}_s$. Given the existence of a Casimir, there is a constraint among the coadjoint actions on the components, and thus the maximal coadjoint orbit cannot span the full coalgebra. We already anticipated this by noticing that $\mathfrak{h}_s$ is 5–dimensional, and here we confirmed that indeed orbits can be at best 4–dimensional.

A very similar computation can be performed for the algebra $\mathfrak{h}_w$. The quantity $C_3$ is not a Casimir in this case but, since the algebra is 3–dimensional, it is easy to compute the KKS 2–form (exercise) and show that orbits are at best 2–dimensional. We have not yet done a full classification of orbits for $\mathfrak{h}$, $\mathfrak{h}_s$, and $\mathfrak{h}_w$, but more details can be found in [546]. We obtained an important result, which is that the maximal orbits of $\mathfrak{h}_s$ and $\mathfrak{h}_w$ combine into a 6–dimensional space. One can indeed recognize these orbits as subspaces of the tangent bundle at points in $\mathfrak{h}$, confirming that the latter is a unified framework. Recalling that $\mathfrak{h}_s$ and $\mathfrak{h}_w$ are the local algebras of finite and asymptotic distance corners, it is tempting to speculate that $\mathfrak{h}$ is the correct framework to “add together” these two corners. Rather than investigating this interesting idea, we study in the next Subsection how to re-introduce $\text{Diff}(S)$, which leads us to the theory of algebroids. Although it is natural for us to have in mind applications to corners, and thus to use this part as a warm up to try to reach the full $\mathfrak{ucs}$ analysis, this Subsection was a mathematical exercise on its own. It would be interesting to perform the coadjoint analysis to its full extent for these algebras, and link it to their representations.

4.5 Algebroids and Associated Bundles

We observed that $\mathfrak{h}$ gives rise to a unified framework for finite and asymptotic corners. Can we say the same about the $\mathfrak{ucs}$? In other word, can we study the coadjoint orbits of the full $\mathfrak{ucs}$? To answer this question, we need to understand how to reinstate diffeomorphisms of the corner.
Reinstating $\text{diff}(S)$ This brings back complications, due to the fact that components of the algebra elements are now valued on $S$

$$\chi = \xi^\alpha(\sigma)\partial_\alpha + \theta^a_b(\sigma)t^b_\alpha + b^c(\sigma)t_c,$$  

and similarly for the elements of the coalgebra $ucc^*$. For the latter, the dual basis satisfies

$$d\sigma^\beta(\partial_\alpha) = \delta^\beta_\alpha,$$  

on top of (258). An element $M \in ucs^*$ is thus parameterized by

$$M = \alpha_\beta(\sigma)d\sigma^\beta + J^a_\beta(\sigma)t^a_\beta + P_\gamma(\sigma)t^\gamma,$$  

such that (the $\sigma-$dependency of all these components is from now on implicitly assumed)

$$M(\chi) = i\xi^\alpha + \theta^a_bJ^a_\alpha + b^cP_\gamma,$$  

where $\alpha = \alpha_\beta d\sigma^\beta$ and $\xi = \xi^\beta \partial_\beta$.

This is not yet an invariant pairing, because $M(\chi)$ is still a local expression on $S$ that transforms under $\text{diff}(S)$. The invariant pairing is obtained integrating over $S$:

$$\langle M, \chi \rangle = \int_S Vol_SM(\chi).$$  

(277)

Note that we could have instead worked with the density

$$\tilde{M} = Vol_SM, \quad \langle \tilde{M}, \chi \rangle = \int_S \tilde{M}(\chi).$$  

(278)

Then, the component $\tilde{\alpha}_\beta$ is also a density, and therefore its coadjoint transformation contains an extra term. This is the strategy pursued in [343]. From the intrinsic algebraic viewpoint, the merit of using densities is that $Vol_S$ does not need to be independently introduced. We will continue with (277), because working with tensors or densities is equivalent for the purposes of these notes.

The coadjoint action (252) is now given by ($\gamma \in ucs$)

$$\langle ad^*_\chi M, \gamma \rangle = -\langle M, ad_\chi \gamma \rangle,$$  

(279)

and therefore the KKS 2–form is

$$\Omega_M(\chi, \gamma) := \langle M, [\chi, \gamma] \rangle.$$  

(280)

Following the same steps as for $h$, we can compute the coadjoint action on the components of (275). We leave as an exercise to prove that the final result is (explicit derivation in [546])

$$\delta_\chi \alpha = \mathcal{L}_\xi \alpha + J^a_b\theta^b_\alpha + P_\gamma\theta^\gamma,$$  

(281)

$$\delta_\chi J^a_\gamma = \xi(J^a_\gamma) + [J, \theta]^a_\gamma - b^aP_\gamma,$$  

(282)

$$\delta_\chi P_\gamma = \xi(P_\gamma) + \theta^a_bP_\gamma.$$  

(283)

From this, we see that the fact that $h_\gamma$ and $h_\alpha$ orbits combine into $h-$orbits transfers to their avatars: the $ecs$ and $acs$ are realized inside the $ucs$ in a complementary way.
We now face an obstacle. The next step in the orbit analysis is to try to invert the KKS 2–form, to classify the dimensionality of the orbits and the presence of Casimirs. However, the presence of $\text{diff}(S)$ makes the inversion problem challenging, because it acts as a derivation, and thus inverting it requires non-local integrals on $S$. We here follow a different route, by realizing that the presence of $\text{diff}(S)$ makes the inversion problem challenging, because it acts as a derivation, and thus inverting it requires non-local integrals on $S$. We here follow a different route, by realizing that the presence of $\text{diff}(S)$ calls for an algebroid’s interpretation of these results. This allows us to gain a geometric control on this algebra, and thus better control on representations. Is there a geometric structure whose automorphisms (set of transformations preserving the structure) are given exactly by the $\text{ucs}$? The answer to this question is the Atiyah Lie algebroid associated to the $H$–principal bundle, which is what we present hereafter. As already stressed, independently from applications to corners, the theory of algebroids is an important mathematical tool in theoretical physics, and thus a useful notion to introduce in these lectures.

**Atiyah Lie algebroids** In a loose sense, an algebroid is a bundle of algebras, where at each point of the base we have a different copy of the algebra defining the bundle. Let us construct it. The $\text{UCS}$ group can be written as

$$\text{UCS} = \text{Diff}(S) \ltimes H, \quad H = \text{GL}(2, \mathbb{R}) \ltimes \mathbb{R}^2.$$  

Starting from $S$, we define the principal $H$–bundle $P$ via the projector $\pi : P \to S$.\footnote{We introduce the algebroid in this specific example, but this construction can be applied to any Lie group.} Locally, this bundle looks like $P \cong H \times S$. Its tangent bundle is $TP$, which is locally $TP \cong \mathfrak{h} \oplus TS$. Sections of this bundle are closely related to elements of the $\text{ucs}$ algebra, except that $TP$ is a bundle over $P$, not a bundle over $S$, so the components of sections of $TP$ are functions of $P$. To reduce to a bundle over $S$, we need to quotient out one of the two group actions. Indeed, we have a left and a right group action on $TP$. The former gives rise to gauge transformations, while the latter is a mere redundancy. Quotienting out the right action we obtain $TP/H$. We proved in [610] that this is now a $H$–bundle over $S$, and thus sections of this bundle are exactly elements of the $\text{ucs}$. This bundle is called the *Atiyah Lie algebroid* associated to the $H$–principal bundle

$$A = TP \bigg|_H.$$  

This algebroid is defined via the short exact sequence

$$0 \longrightarrow L \overset{j}{\longrightarrow} A \overset{\rho}{\longrightarrow} TS \longrightarrow 0.$$  

To introduce the concept of short exact sequence, we quickly review the mathematical notion of exact sequences. An exact sequence is a sequence where the image of one morphism equals the Kernel of the next:

$$G_0 \overset{f_1}{\longrightarrow} G_1 \overset{f_2}{\longrightarrow} G_2 \cdots \overset{f_n}{\longrightarrow} G_n$$  

with $\text{Im}(f_k) = \text{Ker}(f_{k+1})$. Then:

- $0 \overset{f_1}{\longrightarrow} A \overset{f_2}{\longrightarrow} B$ is a short exact sequence if $f_2$ is injective: $\text{Ker}(f_2) = 0$.

- $B \overset{f_1}{\longrightarrow} C \overset{f_2}{\longrightarrow} 0$ is a short short sequence if $f_1$ is surjective: $\text{Im}(f_1) = C$. 

\footnotetext[1]{We introduce the algebroid in this specific example, but this construction can be applied to any Lie group.}
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• $0 \xrightarrow{f_1} A \xrightarrow{f_2} B \xrightarrow{f_3} 0$ is a short exact sequence if $f_2$ is an isomorphism: $\text{Im}(f_2) = B$, $\text{Ker}(f_2) = 0$.

• $0 \xrightarrow{f_1} A \xrightarrow{f_2} B \xrightarrow{f_3} C \xrightarrow{f_4} 0$ is a short exact sequence if $f_2$ is injective, $f_3$ surjective and $\text{Im}(f_2) = \text{Ker}(f_3)$. In other words, $A \subseteq B$ with embedding $f_2$ and $C \cong B/\text{Ker}(f_3) = B/\text{Im}(f_2)$.

• A sequence with more than 3 non-vanishing elements is a long sequence.

Therefore, stating that an Atiyah Lie algebroid is defined via the short exact sequence (286) means

$$TS \cong \frac{A}{L},$$

where $L$ is by construction the pre-image under the embedding $j$ of the Kernel of $\rho$

$$\text{Ker}(\rho) := \{\chi \in A | \rho(\chi) = 0\}.$$  

(289)

The map $\rho$ is called anchor map. An element of $A$ in the Kernel of $\rho$ is thus an element that is not associated to a vector field on $TS$. Therefore, it is associated to an element of the tangent bundle of $H$, which is the Lie algebra $h$. Indeed, the Kernel of $\rho$ is isomorphic to the adjoint bundle

$$L := P \times_{Ad_H} h \cong \text{Ker}(\rho),$$

(290)

which naturally carries the adjoint representation of $h$.

This was a technical and rapid explanation of Atiyah Lie algebroids, in which we proved that this construction is a strikingly perfect description of the $ucs$. Indeed, what we obtained is a set of bundles ($L$, $A$, and $TS$), each carrying a bit of the $ucs$, with a built in adjoint action:

Element of $ucs$ $\Rightarrow$ Section of $A$

(291)

Element of $h$ $\Rightarrow$ Section of $L$

(292)

Element of $\text{diff}(S)$ $\Rightarrow$ Section of $TS$.

(293)

In this bundle construction, each point on $S$ carries a different copy of the algebra $h$, which is exactly the intuitive picture of an algebroid, and how (241) should be read. To truly complete the geometric description of the $ucs$, we need to account for the $ucs$ Lie bracket. This is achieved in the algebroid, because $A$ comes equipped with a bracket structure, satisfying ($f_1, f_2 \in C^\infty(S)$)

$$[f_1\chi, f_2\mathcal{Y}]_A = f_1f_2[\chi, \mathcal{Y}]_A + f_1\rho(\chi)(f_2) \mathcal{Y} - f_2\rho(\mathcal{Y})(f_1) \chi,$$

(294)

where, since $\rho(\chi) \in TS$, $\rho(\chi)(f_2) \in C^\infty(S)$ is the ordinary derivative of the function $f_2$ along the vector field $\rho(\chi)$. So not only the elements of the $ucs$ are built in as sections of $A$, but also the $ucs$ Lie bracket is naturally accounted for:

$ucs$ Lie bracket $\Rightarrow$ $A$ bracket.

(295)

This shows how the reinterpretation of the algebra in terms of Atiyah Lie algebroids is very natural, and put the former in a well-defined geometric framework. Without entering too technical
details, we mention that, given a bundle structure, there is a privileged semi-direct structure in its automorphisms. Indeed, in order to preserve the vertical sub-bundle, the base transformations are not allowed to involve the fibre coordinates, while the vertical fibres transform mixing with the base. Putting this together with (294), one obtains that the automorphisms of $A$ form an algebra which has exactly the semi-direct structure of theucs.

Before moving to the study of ucs representations as associated bundles to $A$, we introduce the last important ingredient, which is the Ehresmann connection. Since $A$ is a bundle, this is similar to the discussion in Subsec. 3.1. An Ehresmann connection on an algebroid is introduced by specifying an inverse short exact sequence

$$0 \xrightarrow{j} L \xrightarrow{\omega} A \xrightarrow{\rho} TS \xrightarrow{\sigma} 0 \ .$$

Since $A$ is bigger than $TS$, the anchor map $\rho$ is a projection. Then, the map $\sigma : TS \to A$ is called an Ehresmann connection, and identifies the horizontal sub-bundle $Hor \in A$ as its image, such that

$$A = Hor \oplus Ver ,$$

where $Ver = Ker(\rho)$ is unambiguously defined, while $Hor = Im(\sigma)$ is ambiguous, and depends on the choice of $\sigma$. This Ehresmann connection is the abstract intrinsic datum that contains the $\mathbb{R}^2$ connections $a_0$ and the $gl(2, \mathbb{R})$ connections $a_1$.

**Representations** We showed that $A$ gives a geometric description of the ucs, encapsulating all its properties. This is our starting point for studying representations. The algebroid comes with the adjoint representation on its vertical, which is exactly what we need in the orbit analysis. A thorough study of the coalgebroid $A^*$ is then expected to be viable. We note that, in the theory of group bundles, different representations are given by associated bundles, whose fibres correspond to the representation space. This is well-known in the mathematical formulation of gauge theories on principal bundles, where, for instance, matter fields transforming in the fundamental representation of the gauge group are introduced as sections of the fundamental associated bundle. This is more than an analogy, and indeed by studying associated bundles to the ucs algebroid we expect to uncover possible representations of it, which are not interpreted as matter fields but rather as gravitational configurations.

Consider a bundle $E \to S$, sections of the algebroid $A$ act on $E$ as differentiation, via the morphism $\phi_E$:

$$0 \xrightarrow{j_E} L \xrightarrow{v_E} End(E) \xrightarrow{j_E} Der(E) \xrightarrow{\phi_E} A \xrightarrow{\rho} TS \xrightarrow{\sigma} 0 \ .$$

Loosely speaking, the horizontal bundle in $A$ is mapped to gauge-covariant derivatives on $E$, whereas the vertical bundle gives gauge transformations. We will presently identify a relevant associated bundle, which gives rise to a local spacetime representation, but we remark that we reached here the
state of the art on the understanding of ucs representations. We gave all the mathematical tools, and the reader should be at this stage well-equipped to address this problem. Are there unitary and/or irreducible representations? Is there an associated bundle on which we can immediately recognize quantum gravity features? These are far-reaching questions, to which we do not know the answer, but we believe we now have the right instruments to address. Clearly, the ultimate goal would be to provide a full classification of representations, by carefully studying the coalgebroid $A^*$.

**Classical spacetime representation** We can construct an associated bundle in which the 2 normal coordinates to the corner in a classical spacetime naturally emerge. Along the way, this allows us to discuss features of the dual bundles. Consider an affine bundle $\pi_B : B \to S$ of rank 2. Sections of this bundle can be written as

$$\psi \in B \quad \psi = \sigma^\beta e_\beta + \psi^a e_a,$$

where the index $a$ is a 2-dimensional index on the vertical fibres, and $(e_\beta, e_a)$ is a basis of $B$. By definition, moving from an open set $U_i \in S$ to another one $U_j \in S$, the components of sections of $B$ undergo on the intersection $U_i \cap U_j$ the affine transformation

$$\left(\sigma^\beta_i, \psi^a_i\right) = \left(\sigma^\beta_j(\sigma_j), R^a_{ij} b^b_j + b^a_j\right),$$

where $R^a_{ij}$ is a $S$-valued rotational matrix and $b^a_j$ is the affine parameter. Infinitesimally, eq. (300) reads

$$\left(\sigma^\beta_i, \psi^a_i\right) \approx \left(\sigma^\beta_j - \xi^\beta(\sigma_j), \mathcal{L}_\xi \psi^a_j(\sigma_j) + \theta^a_{b}(\sigma_j)\psi^b_j(\sigma_j) + b^a(\sigma_j)\right).$$

This is exactly how the ucs is expected to act on components of vectors on the normal 2-plane, see the discussion below (151). So we found that $\psi^a$ can be interpreted as normal coordinates on a $d$-dimensional space (what we called $u^a$ in previous Sections). This associated affine bundle is thus the local classical spacetime representation. It is a local emerging spacetime, in a mathematically rigorous sense.

We can go a step further by introducing the dual picture of (298), for the affine bundle $B$,

$$L^* \leftrightarrow j^* \quad A^* \quad T^*S \leftrightarrow 0 \quad \rho^*.$$
This Subsection gave an overview of how the theory of Atiyah Lie algebroid could help us in shedding light on uc5 representations. It naturally intertwines with the orbit method, as both constructions are anchored to the adjoint representation, and they are two different mathematical tools that we used to address the same problem.

4.6 Exercise: Moment Maps

The last notion we wish to convey is that of the moment map.\textsuperscript{31} We will first present it and then construct it in existing examples, as a brief concluding exercise.

A moment map relates a classical field space to points of the coalgebra. A classical field space \( \Gamma \) comes with a set of symplectomorphisms, that satisfies an algebra, say \( \mathfrak{g} \). Then, the moment map links \( \Gamma \) with the coalgebra \( \mathfrak{g}^* \):

\[
\mu : \Gamma \rightarrow \mathfrak{g}^*.
\]  

(304)

Given that we have a non-degenerate symplectic 2–form on \( \Gamma \), while \( \mathfrak{g}^* \) is typically a Poisson manifold, the moment map in an inclusion. It maps to a particular symplectic leaf on \( \mathfrak{g}^* \). Therefore, classical field spaces are mapped into coadjoint orbits on the coalgebra. This is why we already observed that points on the coalgebra can be though of as field configurations.

On the extended phase space introduced in Subsec. 3.4, all the uc5 elements are symplectomorphisms, and thus we can construct a moment map to \( \text{uc5}^* \). We stress the importance of this result, which is not possible without extending the phase space. Then, we can define the moment map with the pairing (277). Given \( \varphi \in \Gamma \)

\[
\mu(H_{\chi}) := \langle \mu(\varphi), \chi \rangle = \int_S Vol_S \mu(\varphi)(\chi).
\]  

(305)

We called this expression \( \mu(H_{\chi}) \) because this is how the corner Noether charge (coming from (212)) is interpreted from the coalgebra. From this expression it follows that

\[
\Omega_{\mu(\varphi)}(\chi, \mathcal{Y}) = -(ad^*_\chi(\mu(\varphi)), \mathcal{Y}) = \mu(H_{[\chi, \mathcal{Y}]}) = -\mu(\delta_{\chi}H \mathcal{Y}) = \mu(I_{\chi}I_{\mathcal{Y}}\Omega).
\]  

(306)

This chain of equalities demonstrates that the KKS 2–form is related to the symplectic 2–form on \( \Gamma \). As a consequence, the field space variation is related to the coadjoint action on the orbit via the moment map

\[
\mu \circ \delta_{\chi} = ad^*_\chi \circ \mu.
\]  

(307)

This result is crucial, and it allows us to gather intuition on the coalgebra. Orbits in the latter are inequivalent classical field spaces, labelled by Casimirs. Moving on the orbit with the coadjoint action is equivalent to consider field variations. The brackets coming from the KKS 2–form are then the Poisson brackets on the field space.

To familiarize with the moment map, we will explicitly construct it in two simple examples

Q1) \textbf{Construct the moment map for the finite-distance charges (157).}
The theory giving rise to (157) has asymptotic symmetries given by the ecs. Therefore, we have to construct the intrinsic ecs invariant pairing

\[ \langle M, \chi \rangle = \int_S Vol_S M(\chi), \tag{308} \]

where \( M \in \text{ecs}^* \) and \( \chi \in \text{ecs} \). We do not have to do it from scratch, as we already computed it for the ucs in (276). We just need to restrict that expression for traceless \( \theta^{ab} \),

\[ \langle M, \chi \rangle = \int_S Vol_S \left( i\xi \alpha + \theta^{ab} J^b_a + b^c P_c \right). \tag{309} \]

Comparing this expression with (157), and using (305), we derive\(^{32}\)

\[ \mu(N^a_b) = J^a_b \quad \mu(b_j) = \delta^a_j a_\beta \quad \mu(p_a) = P_a, \tag{310} \]

where the momenta are related to the bulk metric components in the vicinity of the corner as in (158).

Q2) **Construct the moment map for the renormalized asymptotic charges of [125].**

In [125], the asymptotic symmetry group for corners at null infinity is found to be the \( \text{bmsw} \) group (140), generated by vector fields of the form (the index \( A \) is an index on \( S \) in this exercise, such that \( Y^A \partial_A \) is an element of \( \text{diff}(S) \))

\[ \xi = T \partial_\alpha + Y^A \partial_A + W(u \partial_\alpha + \rho \partial_\beta). \tag{311} \]

Here, we used the conventions of [125] (see eq. (4.12)), except for the change of coordinates \( \rho = \frac{1}{r} \) needed to bring this setup in the configuration of Subsec. 3.2. This is why the sign is flipped in the last term of (311). The renormalized charges are given in eqs. (9.10)-(9.12) of [125], and we report them here explicitly (\( Vol_S = \sqrt{q} d^3 \sigma \))

\[ Q^R = \int_S Vol_S (T(M - \frac{1}{2} D_A U^A) + 4 W \beta + Y^A (P_A + 2 \partial_A \bar{\beta})). \tag{312} \]

We must compare this expression to the invariant pairing for \( \text{bmsw} \). This can be computed to be

\[ \langle M, \chi \rangle = \int_S Vol_S \left( i\gamma \alpha + \frac{1}{2} W \mathcal{J} + T P_u \right), \tag{313} \]

where we used a vector field of the form (311) and an element \( M \in \text{bmsw}^* \) parameterized by

\[ M = a_\beta \partial_\sigma \beta + \mathcal{J} i + P_u i^u, \tag{314} \]

with \( i \) the trace basis element (the factor \( \frac{1}{2} \) comes from normalization).

So comparing (313) with (312), and using (305), we eventually read the moment map

\[ \mu(M - \frac{1}{2} D_A U^A) = P_u \quad \mu(16 \bar{\beta}) = \mathcal{J} \quad \mu(P_A + 2 \partial_A \bar{\beta}) = \delta^A_\beta a_\beta. \tag{315} \]

\(^{32}\)We are still off-shell, whereas the moment map should be constructed on-shell. This is thus a pre-moment map, that gives rise to the coadjoint action on the orbit once the equations of motion are imposed on the field-space momenta.
These two concrete examples allowed us to gather familiarity with the moment map, which was the last notion we wished to introduce in this Section. It would be interesting to apply the coadjoint orbit analysis detailed here to other examples of asymptotic and finite-distance corners in classical gravity. It is important to build intuition on this, to then understand how a quantum representation could differ. Some quantum setup may not have a well-defined classical limit, and thus there could be more convoluted maps linking the operator spectrum of the theory to the coalgebra.

5. Conclusions

Since we have been verbose both in the Introduction and the main body of these notes, we offer here a brief recap of the main topics discussed and the open questions mentioned.

These lectures had the main goal of presenting the theory of asymptotic symmetries, linking it to the recent corner proposal, and discussing the latter in detail. We especially focussed on the mathematical structures behing these theories, and gave self-consistent digressions on the tools employed.

After a quick introduction to the covariant phase space, we enunciated Noether’s theorems, focussing in particular to Noether’s second theorem, which deals with gauge symmetries. Our main question was: how do we distinguish local redundancies from physical symmetries? The answer is via the Noether charges. If the latter are zero, then the symmetry associated is pure gauge. If the charge is non-vanishing, than the symmetry in question maps different field-space configurations, and thus it is a physical symmetry. This applies both to global and local symmetries, and – as we just explained – it is a misconception to believe that local symmetries are all redundant, especially in the presence of boundaries. We then proved an important result for diffeomorphisms: the Poisson bracket among charges projectively represents the Lie algebra of vector fields, that is, it is the same algebra, modulo central extensions. We then applied this machinery to electromagnetism, where as an exercise we proved that the total electric charge of the system stems from Noether’s second theorem. One of the key features of this theorem is that the charge is a codimension−2 object, and thus a surface charge. This is one of the main take-home messages.

We then stated the theory of asymptotic symmetries, which consists in a series of steps that, given a theory, allows us to extrapolate the Noether charges and the charge algebra. It is a systematic approach that can be applied to a variety of different setups. When applied to gravity, certain features cease to hold. In particular, the canonical charges are no-more always conserved, integrable, and finite. Each of these three properties is understood and cured, but we insisted that integrability is the main problem, for without it one cannot define the Poisson bracket. Anticipating what we discussed afterwards, the Poisson bracket of charges at corners is one of the main ingredient of the corner proposal, so it is crucial that it is well-defined in gravity, and understanding this led us to the extended phase space, recapitulated below. We concluded Section 2 with an exercise, where we applied the general theory of asymptotic symmetries to AdS3 Einstein gravity with Brown-Henneaux boundary conditions. There, we computed the residual symmetries and the charge algebra, explicitly founding that the Poisson bracket represents projectively the Lie bracket, because of the appearance of the celebrated Brown-Henneaux central extension. We finished mentioning how this example is a precursory realization of the AdS/CFT correspondence.
We then moved to the corner analysis. Noether charges for local symmetries are evaluated on codimension−2 surfaces, which are generically called corners. Corners are manifold of their own, which are embedded into the bulk. The embedding map was the main actor of Section 3, usually disregarded in the previous literature. After a brief introduction to this mathematical concept, we proved that the Lie bracket algebra of diffeomorphisms gives rise to a maximally finitely-generated sub-algebra at the vicinity of corners. This universal algebra, called the \textit{ucs}, is believed to be one of the most robust features of gravity. We discussed how it contains all known symmetry algebras, both for finite-distance and asymptotic corners. For the former, one can perform a full off-shell and gauge-free analysis, and retrieve that the biggest algebra that can be realized is the extended corner symmetry, in which only the traceless generators of the normal plane symmetries are turned on. Contrarily, only the trace-full generator pertains asymptotic corners, and thus the \textit{ucs} can be seen as an unified treatment, applicable to both instances.

After this, we returned to the problem of integrability and showed that there exists an enlarged field space, called extended phase space, on which all diffeomorphisms are canonical generators. This leads to integrable charges, thanks to the introduction of embeddings as dynamical fields. By tracking their variation under diffeomorphisms we are able to find canonical charges from Noether’s second theorem, even when the system dissipates. This is a very powerful result, whose consequences are still unfolding. On such an extended phase space, we have Poisson brackets among all \textit{ucs} generators. This is instrumental for the corner proposal, in which the basic ingredients are charges, corners, and Poisson brackets. We then proposed an exercise, to end Section 3, in which we derived the \textit{bms}$_3$ asymptotic symmetry algebra at the black hole horizon, from our general finite-distance discussion.

Equipped with the \textit{ucs} and the extended phase space, we then enunciated the corner proposal in Section 4. The latter refocuses our attention from a Lagrangian and a metric to corners and charges, as the atomic constituents of gravity. Thinking of corners, charges, and their algebra as the building blocks is a far-reaching shift of paradigm, mainly because these concepts are amenable to quantization. This is not the case for a bulk Lagrangian or a full bulk metric, due to many pathologies. Among them, the presence of diffeomorphisms, and the non-renormalizability of the Lagrangian. Loosing ties with these features is an important step. The corner proposal is a concrete program, made of solid results, and we believe it will be able to address unanswered questions in quantum gravity. Indeed, given corners and algebras, one can study representations of the latter. While we found representations that are suitable to describe a classical emergent spacetime, there exist other representations, whose properties are more suitable to a quantum interpretation.

We are at a primitive stage in the study of \textit{ucs} representations. Therefore, rather than specializing to some particular aspects, we continued Section 4 with an overview of the mathematical tools that we need to address this problem. We first studied the coadjoint orbit method developed by Kirillov, and discussed how it allows to understand the asymptotic and finite-distance corner orbits as embedded in the full universal corner symmetry. The study of orbits of the coalgebra is a formidable mathematical problem, which renders more geometrical the study of representations. We then observed how the $\text{diff}(S)$ part of the \textit{ucs} algebra complicates the analysis, and calls for an interpretation of the \textit{ucs} as the set of automorphisms of an Atiyah Lie algebroid over the corner. After a mathematical introduction to algebroids, we identified an affine associated bundle to the \textit{ucs} algebroid, whose fibres can be thought of as giving rise to the normal-to-the-corner coordinates.
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in an emergent spacetime. We closed Section 4 with a brief exercise, in which we familiarized with the concept of moment map. The latter identifies field space configurations with points in the coalgebra. Then, the symplectic structure on the field space is related to the KKS structure on coadjoint orbits. This is how classical gravity is embedded in the abstract orbit analysis.

We recollect here the various open questions and avenues of investigation that we touched upon. Fascinatingly, the general theory of symmetries for gravity is still unravelling new ideas. The asymptotic symmetry theory is a paradigm that could be applied to many instances. Two main roads are important to pursue. First, we should relax as much as possible boundary conditions. This brought new challenges to the community, and we expect that there are new features to be understood in this direction. Secondly, in order to build toward a quantum gravity theory, it is fundamental to abandon the gauge-fixing approach, and construct a gauge-free analysis. In particular, there is more and more evidence that the symmetries used to gauge-fix could be charged, and thus setting the associated fields to zero is a physical constraint on the system, which should be avoided.

Another urgent direction to pursue is the application and understanding of the extended phase space. How can embeddings lead to integrable charges for all dissipative systems? While this is true mathematically, we need to test this theory in specific examples, to gather more intuition on this fact. Another application of the extended phase space worth exploring is in the asymptotic charge analysis, where charges diverge, and renormalization is needed. How does the latter influence embeddings? This is still a relevant open question.

Finally, the most important pending question is how far the corner proposal can lead us in addressing quantum gravity. We believe that the ucs is present in quantum gravity as the algebra organising observables. Thus, the first step in this path is the study of the ucs representations. Is it possible to find unitary and irreducible representations? Can we apply the theory of geometric quantization to the corner proposal? Can a discrete pattern emerge, suitable for describing non-commutative geometries? These are some profound questions that we can tackle using the developed tools. It is the author’s personal opinion that we are in a fascinating moment in the developments of the corner proposal, in which corners are permeating various fields, as a unified underlying framework. We have gathered a lot of evidence suggesting that this framework has wide-ranging consequences, some of which yet to be unveiled.
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