These lecture notes provide an overview of different aspects of de Sitter space and their plausible holographic interpretations. We start with a general description of the classical spacetime. We note the existence of a cosmological horizon and its associated thermodynamic quantities, such as the Gibbons-Hawking entropy. We discuss geodesics and shockwave solutions, that might play a role in a holographic description of de Sitter. Finally, we discuss different approaches to quantum theories of de Sitter space, with an emphasis on recent developments in static patch holography.

Please send comments, typos or corrections to my email address.
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Foreword

These notes are an extended version of the lectures I gave in the XVIII Modave Summer School in Mathematical Physics in September, 2022. They are oriented primarily to PhD students in theoretical physics, who do not necessarily work on gravity or holography.

I was initially asked to talk about “holography in de Sitter space”. However, as you can see from the title, the topic has been slightly changed. Despite many recent developments in understanding quantum features of de Sitter (dS) space, we still lack a full framework. Most of these lectures are devoted to explain the reason for this. In that endeavour, I decided to focus on certain peculiar features of de Sitter space and contrast them with their analogous anti-de Sitter and/or black hole versions.

The lectures are divided into six chapters. The first one is mostly introductory and motivational, summarising the vast experimental evidence we have to date of two cosmological periods of accelerated expansion. The second chapter provides an overview of the geometry of dS space at a classical level. The third one deals with thermodynamic properties of the cosmological horizon. The fourth and fifth study two different probes that have been very useful in the context of holography in Anti-de Sitter (AdS): geodesics and shockwave solutions, respectively.

The expert reader can probably skip the first five chapters and move directly to the last one, where I intend to summarise recent developments and proposals for dS holography. The sixth chapter starts by reviewing quantum field theory in a fixed dS background and the dS/CFT correspondence. I then focus on recent ideas regarding static patch holography, including the stretched horizon, a discussion on the role of timelike boundaries, the $T\bar{T} + \Lambda_2$ construction and dS holography in two dimensions. I tried to compile a comprehensive list of recent references on these subjects. But this, of course, can only be a partial selection of topics and references related to quantum aspects of dS space. Other very interesting ones, such as, for instance, inflation, the wavefunction of the Universe and infrared divergences are not discussed here.

During the actual lectures in Modave, I spent considerable time discussing scalar field theory in a fixed dS background. I shortened that discussion in the present notes, considering this has already been properly reviewed in other places. See, for instance, [1, 2] for excellent reviews on the subject. For classical aspects of the geometry [3] provides a nice overview, while [4] provides a summary of quantum problems involving the cosmological horizon. There are certainly many other useful reviews on the subject.

While, of course, these notes may overlap with some of the other reviews at different points, my intention is to provide an updated look into the subject. Special emphasis is given to tools and features that have recently been particularly successful in the context of AdS holography. Hopefully, these will also play some role in a modern understanding of the quantum nature of de Sitter space.

Hope you enjoy!
1. Introduction to de Sitter space

As mathematical physicists, we probably do not need much of a motivation to study either de Sitter or Anti-de Sitter spaces. Together with flat space, these are the three maximally symmetric spacetimes with positive, negative or zero cosmological constant $\Lambda$, and as such, they provide a rich mathematical structure to discuss both classical and quantum foundational issues in gravity. In fact, textbooks like [5] already provide a basic treatment of both (A)dS.

However, the role of both (A)dS changed dramatically, and for different reasons, in 1998. On the theoretical side, the first concrete realisation of a holographic picture in gravity was derived for asymptotically AdS spacetimes [6]. On the experimental side, astrophysical observations of supernovae [7, 8] showed that the Universe is currently expanding at an accelerated rate, indicating that our cosmological constant is small, but positive.

**Observational evidence.** We also have evidence that our Universe underwent a period of accelerated expansion at the very beginning of time. Experiments like COBE detected a mostly isotropic Cosmic Microwave Background (CMB) in the form of black body radiation at a temperature of $T = 2.73K$, with relative fluctuations of the order of $10^{-5}$. But it was only in 2003 that the WMAP experiment managed to measure a nearly scale-invariant spectrum, that was consistent with cosmic inflation models. This provided supporting evidence for this theory of accelerated expansion during the first instances of the Universe. See, for instance, [9]. The Planck satellite even improved this measurement in 2013, see figure 1(a).
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(a) Cosmic Microwave Background  
(b) Supernovae

**Figure 1:** (a) Temperature fluctuations of the CMB, taken from [10]. Measurements are consistent with cosmic inflationary models. (b) Hubble diagram for the Union 2.1 compilation of type Ia supernovae. The solid line is the best-fit of the data, consistent with a $\Lambda$CDM flat cosmology with $\Omega_\Lambda \sim 0.7$. Figure taken from [11]. In dashed blue, we added for comparison the prediction obtained for a flat Universe with no cosmological constant.

Apart from the inflationary era, we now have at least three different types of experiments supporting a current cosmological era of accelerated expansion. The first one is the already mentioned measurement of supernovae (SNe). The data from 1998 has been updated with more than 500 observations from 19 different datasets that show that large redshift supernovae appear farther away than they should if there were no accelerated expansion [11]. See figure 1(b). The data from the CMB can also be used to constrain the value of the cosmological constant. And finally,
there are measurements from **Baryon Acoustic Oscillations** (BAO). BAOs are fluctuations in the density of baryonic matter that can be seen in our Universe and were caused by acoustic waves in the primordial plasma of the early Universe. They were first observed by the Sloan Digital Sky Survey [12] and the 2dF Galaxy Redshift Survey [13] in 2005 and by comparing with CMB data, they provide another measurement of the cosmological constant. Neither of these three alone provides definite certainty of a positive cosmological constant, but combined together they constitute fairly convincing evidence that we currently live in a spatially flat Universe dominated by a positive cosmological constant with $\Omega_\Lambda \sim 0.7$ [11], see figure 2.

**Figure 2:** $\Lambda$CDM model: 68.3%, 95.4%, and 99.7% confidence regions of the $(\Omega_m, \Omega_\Lambda)$ plane from SNe Ia combined with the constraints from BAO and CMB. Figure from [11].

**A connection to holography.** Even if our Universe is not exactly dS at the moment, cosmic no hair theorems [14] predict that in (most) cosmological scenarios, as time evolves, all other matter and energy content in the Universe will dilute and we will be asymptotically approaching a locally dS geometry. Current measures give a very small value of the cosmological constant,

$$\Lambda \sim 10^{-52} \text{m}^{-2} \sim 10^{-122} \ell_P^{-2}, \quad (1)$$

where $\ell_P$ is the Planck length. This famously differs from the theoretical effective field theory expectation by around 122 orders of magnitude [15], and constitutes what is known as the cosmological constant problem. Understanding quantum features of spacetime might provide a way of
addressing this discrepancy. One complication is that it has been hard to realise universes with positive cosmological constant in string theory [16].

However, as we will review in section 3.2, observers in an ever-accelerating spacetime are surrounded by cosmological event horizons. It has been proposed that the cosmological horizon in four-dimensional dS carries an entropy given by [17, 18]

\[
S = \frac{3\pi k_B c^3}{\Lambda \hbar G_N},
\]

that if interpreted in the statistical mechanics sense, would bind the value of the cosmological constant to the microscopic structure of the Universe. Moreover, the fact that this formula is an area entropy formula (as in the black hole case) also points towards a holographic principle for this type of spacetime. In fact, the traditional arguments towards the realisation of holography in gravity do not rely on the value or sign of the cosmological constant [19, 20]. A holographic description of dS space is then highly desirable. But let us start from the very beginning.

2. The basics of de Sitter space

We will first review the classical geometry of dS spacetime. Most of this section can also be read in, for instance, [1, 2]. The easiest way to visualise de Sitter (dS) space is through the embedding picture. Consider Minkowski spacetime in \((d + 1)\) dimensions, \(M^{d+1}\). In our conventions, the Minkowski metric is given by

\[
ds^2_{M^{d+1}} = -dX_0^2 + dX_1^2 + \cdots + dX_d^2.
\]

Then dS space in \(d\) dimensions is realised as the following hypersurface embedded in \(M^{d+1}\),

\[
-X_0^2 + X_1^2 + \cdots + X_d^2 = \ell^2,
\]

where \(\ell\) is called the curvature scale or the dS radius. It is easy to see that this equation defines a hyperboloid in \(M^{d+1}\), shown in figure 3. It is also straightforward to realise that the set of coordinate transformations that leave (4) unchanged is given by the \(SO(d, 1)\) group, which is then the group of isometries of dS space in \(d\) dimensions. Note that this is the Euclidean conformal group in \((d - 1)\) dimensions.

De Sitter space is the maximally symmetric Einstein manifold with positive curvature, so it satisfies

\[
R_{\mu \nu} - \frac{1}{2} R g_{\mu \nu} + \Lambda g_{\mu \nu} = 0,
\]

with \(\Lambda = \frac{(d - 2)(d - 1)}{2\ell^2}\),

where \(\Lambda\) is a positive cosmological constant and \(d > 2\). In \(d = 2\) dilaton-gravity theories, the cosmological constant is usually set to \(\Lambda = \ell^{-2}\). For most of these lectures we will work in general spacetime dimension \(d\). Though the case of \(d = 4\) is, of course, the most relevant to our Universe, we will sometimes go to \(d = 2, 3\) for simplicity.
Figure 3: De Sitter in 2d as the hyperboloid embedded in 3d Minkowski space. Constant \(X_0\) slices are circles with varying radius, some of which are drawn in blue.

Box 2.1: Anti de Sitter

Anti-de Sitter (AdS) can also be viewed as a hyperboloid embedded in a higher dimensional manifold, but a different one. AdS in \(d\) dimensions is given by

\[-X_0^2 - X_d^2 + X_1^2 + \cdots + X_{d-1}^2 = -R^2,\]  

(6)

where now \(R\) is the AdS radius and this surface is embedded in \(\mathbb{R}^{2,d-1}\), i.e., \(ds^2 = -dX_0^2 - dX_d^2 + dX_1^2 + \cdots + dX_{d-1}^2\). Famously, the AdS isometries form the group \(SO(d-1,2)\), that is the conformal group in \((d-1)\) dimensions and the first hint towards the AdS/CFT correspondence.

In what follows, we will describe dS with different coordinate systems that cover different parts of the whole hyperboloid.

2.1 Coordinate systems

For now, we will set \(\ell = 1\). It will be convenient to define coordinates \(\omega^i\) on the unit sphere \(S^{d-1}\), such that \(\sum_{i=1}^{d} (\omega^i)^2 = 1\). When in \(d = 2, 3\) we consider a spatial circle, we choose an angular coordinate \(\varphi \in (0, 2\pi]\) to parameterise it.

2.1.1 Global coordinates

The first coordinates that we will study cover the full hyperboloid and are called global coordinates, \(\{\tau, \omega^i\}\). The coordinate \(\tau\) is usually called the global time and the embedding is given by

\[
\begin{aligned}
X^0 &= \sinh \tau, \\
X^i &= \cosh \tau \omega^i.
\end{aligned}
\]

(7)
It is straightforward to verify that this satisfies (4) with $\ell = 1$. Plugging this into (3), we obtain the induced metric on the hyperboloid, or the global dS metric,

$$
 ds^2 = -d\tau^2 + \cosh^2 \tau \, d\Omega_{d-1}^2,
$$

where $d\Omega_{d-1}^2$ is the metric on the $S^{d-1}$ and $\tau \in [-\infty, \infty]$. Constant time slices are then compact. For $\tau > 0$, this is the typical picture of a closed Universe whose size is expanding exponentially as time evolves forward. The minimal size of the sphere is at $\tau = 0$, where the radius of the sphere is one (in units of the dS radius). Note that this metric depends explicitly on the global time; dS does not have a global timelike Killing vector. We will explore some consequences of this later on.

2.1.2 Conformal coordinates and Penrose diagram

To look at the causal structure of dS space, it is convenient to define a conformal time $T$ such that $\cos T = \cosh^{-1} \tau$. From here, it follows that $-\pi/2 \leq T \leq \pi/2$ and the metric becomes,

$$
 ds^2 = \frac{1}{\cos^2 T} \left( -dT^2 + d\theta^2 + \cos^2 \theta \, d\Omega_{d-2}^2 \right).
$$

This metric is useful to find the Penrose diagram as null rays in the $\theta$-direction travel at 45 degrees angles. The coordinate $\theta$ now spans from $-\pi/2$ to $\pi/2$. In the Penrose diagram, we only draw the $T$ and $\theta$ coordinates, so it is quite clear that the Penrose diagram of dS space becomes a square, as appears in figure 4.

![Penrose diagram of de Sitter space.](image)

Each horizontal line in the diagram (in blue) corresponds to a $(d - 1)$ sphere, whose radius is given by $\cos^{-1} T$. Each point in each line corresponds to a $(d - 2)$ sphere with the exception of both vertical edges, which correspond to $\theta = \pm \pi/2$, and thus are not spheres, but single points. We usually call those points the North and South pole of the sphere, and we like to think about inertial observers sitting at those points.

All null rays start (and end) at the infinite past (future) of the dS space, that we call $I^-$ ($I^+$). These conformal boundaries are the lower and upper borders of the Penrose diagram (in green) and correspond to slices of infinite size. Observers take infinite proper time to reach $I^+$.
Box 2.2: Double sided AdS black hole

Note that the dS Penrose diagram is identical to the Penrose diagram of the double sided AdS\(_d\) black hole (at least for \(d = 2, 3\)), whose metric in \(d = 3\) is given by

\[
    ds^2 = -(r^2 - r_h^2)dt^2 + \frac{dr^2}{(r^2 - r_h^2)} + r^2 d\varphi^2.
\]  

(10)

The black hole horizon is at \(r = r_h\). However, the two spacetimes are quite different. In particular, if we look at the size of the circle in the AdS case, it grows towards the boundary at \(r \to \infty\), while in the dS case, it shrinks to zero size. Sometimes people like to include small arrows in the direction of growth of the compact sphere to distinguish the two diagrams. The double-sided AdS black hole plays a prominent role in the AdS/CFT correspondence as it is identified as dual to the thermofield double state in the boundary theory \([21, 22]\).

2.1.3 Static coordinates

A very important aspect of dS space is that no single observer has access to the full spacetime. This is clear by just looking at the Penrose diagram. For instance, a lightray emerging from the North pole at \(I^-\), will only reach the South pole in the infinite future \(I^+\).

An important set of coordinates are those that describe the region accessible to a single observer. This is the intersection between the region of space that can affect the observer and the region that can be affected by them, see figure 5.

![Figure 5](image-url)

**Figure 5**: The intersection between the regions that can be affected by and affect an observer is called the static patch. In 5(c), we show constant \(t\) slices in dotted black and constant \(r\) slices in dashed brown.

In terms of embedding coordinates, it is described by

\[
    \begin{cases}
    X^0 = \sqrt{1 - r^2} \sinh t, \\
    X^i = r \omega^i, \\
    X^d = \sqrt{1 - r^2} \cosh t,
    \end{cases}
\]  

(11)
where \(i = 1, \ldots, d-1\). The resulting metric is the so-called static patch metric,

\[
  ds^2 = -(1 - r^2)dt^2 + \frac{dr^2}{1 - r^2} + r^2 d\Omega_{d-2}^2,
\]  

(12)

where \(r \in [0, 1]\). There are a number of important observations about this metric:

- As the name suggests, this is a static metric; there is no explicit time dependence on the metric. Thus, \(\partial_t\) is a timelike Killing vector.
- At \(r = 1\) (\(\ell\), if we reinsert the dS length) the norm of the timelike Killing vector vanishes. The \(r = 1\) surface is a null surface that surrounds the observer at all times. This is what we call the cosmological event horizon.
- We can continue the coordinates for \(r > 1\), where the Killing vector becomes spacelike. The situation is similar to an inside out black hole.

It is important to note that the existence of this cosmological horizon is a direct consequence of the accelerated expansion of dS space and the finite propagation of the speed of light. There are no singularities or matter in empty dS space but there is still a cosmological horizon. One of the aims of these lectures is to discuss similarities and differences with the usual black hole horizon.

Note that every inertial observer in dS is surrounded by a cosmological horizon. In this sense, it is said that the cosmological horizon is observer dependent, as opposed to the black hole case. It is also the case that observers cannot get rid of their cosmological horizon, making semiclassical processes such as the horizon evaporation extremely subtle [23].

Another difference with the black hole horizon is that the region inside the static patch remains always finite. Comparing (10) to (12), we see that the size of the compact space grows to infinite size in the black hole case, while in the static patch geometry it never gets larger than the dS length. As we will discuss later, this imposes severe constraints on how to define observables in the static patch, as usually in gravity we make use of an asymptotic boundary (such as the null boundary of asymptotically flat spacetimes or the timelike boundary of asymptotically AdS spacetimes).

### 2.1.4 Other coordinates

There are other sets of coordinates that are useful for different purposes. Here, we just point out some other coordinates that will appear throughout these lecture notes, and refer the reader to [1] in order to obtain them from the embedding picture.

First, we introduce the planar coordinate system, that covers half of the Penrose diagram, as shown in figure 6(a), and is given by

\[
  ds^2 = -d\eta^2 + dx_{d-1}^2, \quad \eta^2 = \frac{d\eta^2 + dx_{d-1}^2}{\eta^2},
\]  

(13)

where \(\eta\) is usually called the conformal time. This is usually the preferred frame for the computation of cosmological correlators [24]. Note the similarities with the AdS Poincaré patch. In fact, one can obtain the Euclidean AdS Poincaré patch by analytic continuation of the conformal time and
Figure 6: De Sitter Penrose diagrams and the patches covered by planar and dS/dS coordinates. In 6(a), we show some constant $\eta$ slices in dashed brown. In 6(b), dashed brown curves are constant $\tilde{\omega}$ slices while dotted black lines are constant $\tilde{\tau}$ slices.

the dS length. This can be useful to relate certain computations in Euclidean AdS to dS. See, for instance, [25–27].

Another set of coordinates, which will be useful to study shockwaves later on, are the Kruskal coordinates. These cover the full Penrose diagram and the metric is given by

$$ds^2 = \frac{1}{(1-UV)^2} \left(-4dUdV + (1+UV)^2d\Omega^2_{d-2}\right),$$

where $UV \in [-1, 1]$ are null coordinates. The horizons are at $UV = 0$, past and future infinities are at $UV = 1$ and the North and South poles are at $UV = -1$.

To finish this section, we present the dS/dS patch, where we foliate dS$_d$ space with dS$_{d-1}$ slices. This is useful for a proposal regarding dS holography that we will briefly discuss in the last chapter. For now, the metric is given by,

$$ds^2 = d\tilde{\omega}^2 + \sin^2 \tilde{\omega} \left(-d\tilde{\tau}^2 + \cosh^2 \tilde{\tau}d\Omega^2_{d-2}\right),$$

where $\tilde{\omega} \in [0, \pi]$ and $\tilde{\tau} \in \mathbb{R}$. This set of coordinates covers the central diamond of the Penrose diagram, as shown in figure 6(b), ending at horizons for $\tilde{\omega} = 0, \pi$.

2.2 Euclidean de Sitter space - the sphere

In the next chapter, we will study some properties of Euclidean de Sitter space. Consider dS space in global coordinates. Analytically continuing $\tau \rightarrow -i\tau_E$ takes the metric in (8) to

$$ds^2 = d\tau_E^2 + \cos^2 \tau_E d\Omega^2_{d-1},$$

which is the round metric on the $d$-dimensional sphere, $S^d$. It is interesting to note that the analytic continuation of the static patch time, $t \rightarrow -it_E$ in (12), also takes you to $S^d$, in a different foliation,

$$ds^2 = (1-r^2)d\tau_E^2 + \frac{dr^2}{1-r^2} + r^2d\Omega^2_{d-2}.$$
2.3 Schwarzschild de Sitter black holes

There are also black hole solutions to the Einstein equations with positive cosmological constant. The simplest of them is the Schwarzschild de Sitter (SdS) black hole, that in 4 dimensions is given by the metric element

\[ ds^2 = - \left( 1 - r^2 - \frac{2M}{r} \right) dt^2 + \left( 1 - r^2 - \frac{2M}{r} \right)^{-1} dr^2 + r^2 d\Omega_2^2. \]  

(18)

The Penrose diagram for the SdS space can be seen in figure 7.

Figure 7: Penrose diagram of a Schwarzschild de Sitter black hole. The region between the cosmological \( r_c \) and the black hole horizon \( r_{bh} \) is one static patch of the SdS spacetime. The dashed black lines at the borders can be either identified or continued endlessly.

The SdS geometry has horizons when the \( g_{tt} \) component vanishes, which requires solving the cubic equation

\[ 1 - r^2 - \frac{2M}{r} = 0. \]  

(19)

Notice that this equation only has positive real roots for certain values of \( M \). For \( M = 0 \), of course, we recover the cosmological horizon of pure dS space. As we increase the value of \( M \), we find two positive real solutions that correspond to a cosmological \( (r_c) \) and a black hole \( (r_{bh}) \) horizon. The expressions for \( r_c \) and \( r_{bh} \) can be found analytically and are shown in figure 8. Note that \( r_c \geq r_{bh} \). As \( M \) increases both solutions start getting closer to each other, up until \( M = M_{\text{max}} \equiv 3^{-3/2} \). The two horizons now have the same radius, \( r_c = r_{bh} = 1/\sqrt{3} \equiv r_{\text{max}} \). For larger values of \( M \), there are no positive real solutions to (19).

This is yet another important difference with respect to Schwarzschild black holes with \( \Lambda \leq 0 \), where solutions exist for all values of the mass; in dS, it is impossible to have arbitrarily large values of \( M \).

2.4 The Nariai limit and dS$_2$

An interesting phenomenon occurs as \( r_{bh} \) goes to \( r_c \). This is known as the Nariai limit (the solution with \( M = M_{\text{max}} \) is also known as the Nariai black hole).

Consider some value of \( M \) that is close to \( M_{\text{max}} \), so that the positive roots of (19) are \( r_c = r_{\text{max}} - \varepsilon, \ r_{bh} = r_{\text{max}} + \varepsilon \), for some small \( \varepsilon \ll 1 \). Now we can expand the metric in between the horizons by choosing coordinates \( \{ \tau, \rho \} \) such that

\[ r = r_{\text{max}} + \varepsilon \rho, \quad t = \frac{\tau}{\varepsilon}. \]  

(20)
Figure 8: Real positive solutions to (19) as functions of $M$. The blue curve corresponds to a cosmological horizon $r_c$, while the yellow one, to a black hole horizon $r_{bh}$. The dashed line in between shows $r_{max}$. We remind the reader that $\ell = 1$.

To get the near horizon geometry, we expand (18) to leading order in $\varepsilon$ to obtain,

$$ds^2 = -3(1 - \rho^2) d\tau^2 + \frac{d\rho^2}{3(1 - \rho^2)} + \frac{1}{3} d\Omega_2^2,$$

which is the metric of $dS_2 \times S^2$, with fixed radius $\ell = r_{max}$. Note that in this coordinate system, $\rho$ spans from $-1$ to $1$, where $dS_2$ has two horizons. In this sense, $dS_2$ is closer to the higher dimensional SdS geometry than to higher dimensional pure dS. In fact, the Penrose diagram of $dS_2$ looks like the SdS Penrose diagram, as can be seen in figure 9.

Figure 9: Penrose diagram of dS in two dimensions. The shaded area can be seen as the static patch in $d = 2$. The radial coordinate $\rho$ goes to $-\infty$ in the solid brown line and to $+\infty$ in the green region. This is reminiscent of the singularity and future infinity in the higher dimensional black hole. The black lines at the left and right edges are identified.

It is interesting to note that the Nariai solution is actually an exact solution to the Einstein equations with a positive cosmological constant in four dimensions. Another interesting fact is that upon Wick rotating time, the topology of the solution changes with respect to the pure dS solution from $S^4 \to S^2 \times S^2$.

Finally, it is worth mentioning that this near-horizon geometry is reminiscent to the near-horizon geometry of extremal (asymptotically flat or AdS) black holes that have an AdS$_2 \times S^2$ throat. The difference is that in the dS case, we do not need charge or angular momentum for this near horizon limit to exist.
3. Thermodynamics of de Sitter space

Now that we know that observers in dS are surrounded by cosmological event horizons, we can study some of the properties of these horizons, pretty much in the same way as we do with black hole event horizons. This study was started in 1977 by Gibbons and Hawking in two seminal papers [17, 18]. Following those ideas, in this chapter we will find out that cosmological horizons have a temperature, an entropy obeying an area law and a particular first law of thermodynamics.

3.1 The de Sitter temperature

As in the case of black holes, there are many different ways to find the temperature of the cosmological horizon. It can be shown that an observer with a detector in the static patch will observe a background of thermal radiation coming from the cosmological horizon. This is nicely reviewed in [1]. Here, we stick to a purely geometrical argument in which we show that in order for the static patch geometry to be smooth in Euclidean signature, the Euclidean time needs to be periodic with a period that we identify with the inverse temperature.

Recall the metric of the static patch. Reinserting the dependence on the dS radius and taking \( t \to -i t_E \), we obtain

\[
\mathcal{d}s^2 = \left(1 - \frac{r^2}{\ell^2}\right) dt_E^2 + \frac{dr^2}{\left(1 - \frac{r^2}{\ell^2}\right)} + r^2 d\Omega_{d-2}^2. 
\]  

(22)

The idea is to look at this metric close to the horizon radius. For this, we change coordinates to \( \varepsilon = \ell - r \). To leading order in \( \varepsilon/\ell \), the metric (22) becomes

\[
ds^2 \approx \frac{2\varepsilon}{\ell} dt_E^2 + \frac{d\varepsilon^2}{2\varepsilon} + \ell^2 d\Omega_{d-2}^2.
\]  

(23)

Further considering the following coordinate change,

\[
R \equiv \sqrt{2\varepsilon\ell}, \quad \Theta \equiv t_E/\ell, 
\]  

(24)

leaves the metric as

\[
ds^2 = R^2 d\Theta^2 + dR^2 + \ell^2 d\Omega_{d-2}^2. 
\]  

(25)

The first two components of the metric look exactly like flat space in polar coordinates, but for this to be completely true, \( \Theta \) needs to have the right periodicity to avoid a conical singularity at the origin. Thus, we need \( \Theta \sim \Theta + 2\pi \), which leaves us with \( t_E \sim t_E + 2\pi \ell \). As in statistical mechanics, we identify the period of imaginary time with the inverse temperature, so we find that

\[
T_{dS} = \frac{1}{2\pi \ell}. 
\]  

(26)

We then reach the conclusion that, as black holes, cosmological horizons also have a temperature associated to them. Note, however, that this temperature is fixed by the dS length, so it cannot be varied as in the case of black holes.
In dS, the observer cannot get rid of their horizon, so it has to be the case that the Hawking radiation of the horizon is in thermal equilibrium with its surrounding so that overall there is no evaporation. This is reminiscent of the case of eternal black holes in AdS.

Finally, considering the observed value of the cosmological constant in our own Universe, we can estimate the dS length to be around 16 billion lightyears, which will give an extremely low dS temperature of $T_{dS} \approx 10^{-30}K$.

**Box 3.1: Black hole temperature**

The result obtained is just a particular case of a more general family of $f(r)$ metrics that includes the asymptotically flat and asymptotically AdS Schwarzschild black holes. Suppose we start with a metric of the form

$$ds^2 = -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2d\Omega_{d-2}^2,$$  \hspace{1cm} (27)

where we assume that $f(r_h) = 0$, and $r_h$ is the largest simple root of $f(r)$. Following an analogous procedure (Wick rotating time, expanding the metric close to the horizon and requiring smoothness of the geometry), we obtain that the temperature of the solution is given by

$$T_{f(r)} = |f'(r_h)|/4\pi,$$ \hspace{1cm} (28)

which is also consistent with (26).

### 3.2 The de Sitter entropy

As with the temperature, there are different ways of computing the entropy of the cosmological horizon. In this section, we reproduce the Euclidean path integral computation, as was proposed in the second of the Gibbons-Hawking papers [18]. We will set $d = 4$ and consider the Euclidean Einstein-Hilbert action with a positive cosmological constant,

$$I_E[g] = -\frac{1}{16\pi G_N} \int d^4x \sqrt{g} (R - 2\Lambda),$$ \hspace{1cm} (29)

where $G_N$ is the gravitational Newton constant. The proposal of Gibbons and Hawking is to consider the following path integral

$$Z = \int Dg \exp(-I_E[g]).$$ \hspace{1cm} (30)

In principle, matter fields could be added to this path integral, but in these notes we will restrict ourselves to the purely gravitational case. See, for instance, [28, 29] for more general cases. The path integral, in principle, should be taken over all compact smooth geometries. As we will soon see, the round metric on the 4-sphere $S^4$ is a saddle-point solution. But we expect the path integral to be also summing over geometries with different topologies such as for instance, the Nariai solution, that has topology $S^2 \times S^2$ in Euclidean signature, see section 2.4.

The fact that we consider solutions with no boundaries is notorious. In fact, it is again quite different to what happens in the black hole case, where we usually consider the path integral as a
function of the boundary thermal circle size $\beta$, that we interpret as the inverse temperature. See box 3.2 and Appendix A.

Before continuing, we should point out that this object needs to be treated with some care as it is well-known that the gravitational path integral is somehow pathological. Gravity is a non-renormalisable theory and, among others, there is the problem of the metric conformal mode being unbounded [30]. Of course these issues must be addressed in a full theory of quantum gravity.

For now, what we are going to do is to take a saddle-point approximation to the path integral, by taking $G_N \to 0$. The dominant saddle is the round metric on $S^4$. The only parameter left to fix is its radius $\ell_0$, that we need to find so as to extremise the on-shell action.

Once again, we can consider the metric (22), for which the Ricci scalar can be computed as $R = 12/\ell^2$. Then the Euclidean action as a function of $\ell$ is given by

$$I_E[\ell] = -\frac{1}{16\pi G_N} \int_0^\beta \int_0^\ell \int d\Omega_2 \sqrt{g} \left( R - 2\Lambda \right) = -\frac{\pi}{6G_N}(12\ell^2 - 2\Lambda\ell^2).$$

(31)

Extremising the action with respect to the radius gives

$$\partial_{\ell} I_E[\ell]|_{\ell=\ell_0} = 0 \to 24\ell_0 - 8\Lambda\ell_0^3 = 0 \to \ell_0^2 = \frac{3}{\Lambda}.$$  

(32)

So here we recover again the result exhibited in the first chapter, see (5) for $d = 4$. Now plugging in the on-shell value for the cosmological constant, we find that

$$I_E[\ell_0] = -\frac{\pi\ell_0^3}{6G_N} = \frac{A_H}{4G_N},$$

(33)

where $A_H$ is the area of the cosmological horizon. Usually, we interpret $I_E$ as $F/T$, where $F$ is the free energy of the system. But we know using thermodynamic relations that $F/T = E/T - S$, where now $E$ and $S$ are the energy and the entropy. However, as pointed out by Gibbons and Hawking, in dS there cannot be any energy, as energy is a boundary term in General Relativity and there is no boundary to define it. In this sense, it looks like we are computing a microcanonical partition function, as we are fixing the energy to be zero. And so, basically, what we computed is just minus what is called the Gibbons-Hawking entropy,

$$S_{GH} = \frac{A_H}{4G_N}. $$

(34)

Understanding the microscopic origin (if there is one) of this formula and its quantum corrections might be one of the keys to understand holography in dS spacetime. In fact, it was probably the analogous formula for black holes which served as one of the main motivations towards what we now know as the AdS/CFT correspondence [31]. A few comments about this formula:

- First, if we reinsert all the natural constants, the formula for the dS entropy in four dimensions becomes the one presented in (2),

$$S_{GH} = \frac{3\pi k_Bc^3}{\Lambda \hbar G_N},$$

(35)
which relates the entropy of the cosmological horizon to all the fundamental constants in nature, linking this object to statistical mechanics (through Boltzmann constant $k_B$), relativity (through the speed of light $c$), quantum mechanics (through $\hbar$), gravity ($G_N$) and cosmology ($\Lambda$). The dS temperature, for instance, is similar, but it does not include gravity as it does not have $G_N$ (nor $k_B$).

- One of the big open questions is whether this quantity is really an entropy. If it is, according to Boltzmann, it should be counting a number of microstates. But, what is this formula counting? This is even more mysterious than in the black hole case, because the cosmological horizon is observer dependent and each observer has their own horizon with their own entropy. So what are we counting? Can it be an entanglement entropy [28]?

- It is huge. If we plug our current value for the cosmological constant (and the other constants in nature that we usually set to 1), we obtain that $S_{GH} \sim 10^{122} k_B$. The entropy of all the matter and energy content in our visible Universe – that is dominated by the masses of supermassive black holes – is estimated to be of order $S_{\text{Universe}} \sim 10^{104} k_B$ [32]. The dS entropy is still much larger, maybe incorporating the entropy of spacetime itself.

- Finally, it is interesting to compare it with the entropy of the dS black hole that we studied in section 2.3. In that case, the area is proportional to the horizon radius squared, and so it follows from figure 8 that it increases until reaching the largest value that corresponds to the Nariai black hole. As previously mentioned, the horizon radius of the Nariai black hole is $r_{\text{Nariai}} = \ell/\sqrt{3}$, which gives an entropy of

$$S_{\text{Nariai}} = \frac{\pi \ell^2}{3G_N} = S_{GH}/3 < S_{GH}. \quad (36)$$

Note that even if one considers the total entropy of SdS as the sum of the areas of both the cosmological and the black hole horizons, this is still less than the entropy of empty dS. For instance, for the Nariai case, this will give $2S_{\text{Nariai}} = 2S_{GH}/3 < S_{GH}$. So yet another interesting feature of dS is that the empty dS solution is the most entropic configuration among black hole solutions with positive $\Lambda$.

**Box 3.2: Black hole entropy**

We can also repeat the Euclidean path integral computation to obtain the entropy formula for black holes, that is also famously given by an area formula,

$$S_{BH} = \frac{A_H}{4G_N}. \quad (37)$$

But even if the final result is the same, in the black hole case the computation is more subtle and, in fact, the entropy comes from a boundary term in the action. Consider the Euclidean gravitational action (with no cosmological constant),

$$I_E = -\frac{1}{16\pi G_N} \int d^4x \sqrt{g} R - \frac{1}{8\pi G_N} \int_{r=r_0} d^3x \sqrt{h} K, \quad (38)$$
where $h$ is the induced metric at the boundary and $K$ is the trace of the extrinsic curvature.\footnote{A useful compendium of formulas to find formal definitions of all these terms can be found in \cite{33}.}

The second term is called the Gibbons-Hawking-York (GHY) boundary term and, in manifolds with boundaries, is needed for the variational principle to be well-defined \cite{18, 34}.

One saddle-point solution to this action is the Euclidean black hole metric,

\[ ds^2 = \left( 1 - \frac{2M}{r} \right) dt^2_E + \frac{dr^2}{\left( 1 - \frac{2M}{r} \right)} + r^2 d\Omega^2_2, \quad r \in [r_h = 2M, \infty]. \quad (39) \]

As discussed, regularity at the horizon imposes that $t_E \sim t_E + 8\pi M$. Given that for this solution $R = 0$, the bulk term in the Einstein action vanishes on-shell. Instead, the main contributions to the gravitational path integral come from a boundary term fixed at a constant $r = r_0$ slice \cite{35}. The details of the computation, that involve regularisation of the action, are shown in Appendix A, but the final result is that the entropy is proportional to $M^2$, which gives the area law in (37).

\section*{3.3 The first law for de Sitter space}

An alternative derivation of the dS entropy can be obtained from a first law for the dS horizon, and it is analogous to the derivation of the entropy from the first law of black hole mechanics.

We want to study how the area of the cosmological horizon changes as we throw some infinitesimal energy, $dM$ into the cosmological horizon. As there is no spatial boundary in dS, we need to be cautious in what we mean by energy, but at least infinitesimally, we will assume that the change in the horizon area due to dropping that energy is the same as that of having a small $M$ parameter in the Schwarzschild de Sitter black hole solution \cite{18}. More elaborate arguments can be found in Gibbons and Hawking original paper \cite{17} and in \cite{4}. We obtain that the variation in the horizon area is given by

\[ dA_H|_{A_H=4\pi \ell^2} = -8\pi \ell dM \rightarrow \frac{dA_H}{dM}|_{A_H=4\pi \ell^2} = -\frac{4}{T_{dS}}, \quad (40) \]

where for the last equality we used the fact that the dS temperature is given by (26). Assuming that the entropy is proportional to the area, we obtain a first law for the cosmological horizon,

\[ dM = -T_{dS} dS_{GH}, \quad (41) \]

if we fix the proportionality factor to $1/4$, confirming (34).

Note that compared to the usual first law of thermodynamics, there is a minus sign in (41). As we discussed in section 2.3, this is a consequence of the fact that the cosmological horizon radius decreases in size as we include some mass parameter $M$. Then, as the mass crosses the event horizon, the entropy increases, maybe signaling that the observer now has less information about the interior of the cosmological horizon \cite{2}.

As with the black hole case, it is possible to study quasi-local thermodynamics of the de Sitter horizon with respect to data at a York boundary. For the cosmological horizon, this was first studied...
in [36, 37], where in the latter it is shown that the first law (41) is recovered when shrinking the size of the York boundary towards the observer’s worldline. See [38] for a recent discussion. Timelike boundaries might play an important role in defining holography in de Sitter space, so we will come back to the discussion of this problem in section 6.2.

4. Geodesics in de Sitter space

In this chapter, we will study geodesics in de Sitter space. Geodesics are probably the simplest extended objects that appear in General Relativity and as such, they contain useful information about the spacetime itself.

They are also important at a semi-classical level, in the context of quantum fields in fixed curved backgrounds. In this case, the geodesic length computes the logarithm of the two-point function of heavy free massive scalar fields \( \phi \). Schematically,

\[
\langle \phi(X)\phi(Y) \rangle = \int DP \, e^{-mL[P]} \approx \sum g e^{-mL_g},
\]

where the path integral is over all possible paths connecting the two points \( X, Y \) and the last expression is the saddle point approximation as the mass \( m \) goes to infinity [39]. \( L_g \) is the geodesic length between \( X \) and \( Y \) and if there is more than one geodesic, in principle, we should sum over them.

Finally, to finish this introduction to geodesics, it is worth mentioning that extremal surfaces play an important role in the context of the AdS/CFT correspondence. For instance, co-dimension 2 surfaces are related to entanglement entropy through the Ryu-Takayanagi prescription and its generalisations [40] and co-dimension 1 extremal volumes are conjectured to compute quantum complexity [41]. Geodesics are co-dimension 2 objects in \( d = 3 \), and co-dimension 1 in \( d = 2 \).

Euclidean vs. Lorentzian geodesics. In Euclidean signature, there is always a minimal path between any two points in a smooth manifold. So, there is always, at least, a minimal length geodesic. However, in general, there is no maximal path, as the infinitesimal interval, \( ds^2 \), is always positive. In Lorentzian signature, \( ds^2 \) can have either sign (or even be null), so geodesics are not minimal anymore but locally extremal curves [42].

![Figure 10: A candidate minimal length curve between two spacelike separated points (in solid blue) and a null zig-zag curve around it that will have less length (in dashed brown). Time runs vertically in this diagram.](image-url)
As an example, consider two spacelike separated points. Assume there is a geodesic between the two points that has minimal length. But now consider deforming the curve infinitesimally with a null zig-zag trajectory around the candidate geodesic, see figure 10. As the zig-zag curve will have close to zero length, it will certainly have less length than the candidate geodesic and so, the candidate curve cannot be a geodesic. The formal way of saying this is that given the set of curves between two fixed points, the length (for spacelike geodesics) or the proper time (for timelike geodesics) are upper-semi continuous. This is nicely explained in Chapter 9 of [42].

As a conclusion, in Lorentzian signature, if there are geodesics, they have locally maximal length. As we will see in de Sitter, it is also possible that some points are not connected at all by geodesics [5, 43].

4.1 Lorentzian geodesics in de Sitter space

Now we can set up our computation for geodesics in dS space. Most of this section is reviewed from [44]. For simplicity, we will consider \( d = 2 \) and we will set \( \ell = 1 \). We will use global coordinates (8), so that the length between any two fixed points is given by the following functional,

\[
L = \int ds = \int d\lambda L(\tau, \dot{\tau}, \varphi, \dot{\varphi}, \lambda) = \int d\lambda \sqrt{-\dot{\tau}^2 + \dot{\varphi}^2 \cosh^2 \tau}, \tag{43}
\]

where \( \varphi \) is the angular coordinate around the spatial circle and the dot indicates derivative with respect to \( \lambda \), that, for now, is some parameter along the curve. The endpoints of the curve are two arbitrary fixed points \( \{ \tau_0, \varphi_0 \} \) and \( \{ \tau_1, \varphi_1 \} \), so we can always choose \( \lambda \in [\lambda_0, \lambda_1] \), such that

\[
\begin{aligned}
\tau(\lambda = \lambda_0) &= \tau_0, \\
\varphi(\lambda = \lambda_0) &= \varphi_0, \\
\tau(\lambda = \lambda_1) &= \tau_1, \\
\varphi(\lambda = \lambda_1) &= \varphi_1.
\end{aligned} \tag{44}
\]

Now the problem becomes a classical mechanics problem of extremising the length functional (43). We start by noting that \( \varphi(\lambda) \) does not appear explicitly in the Lagrangian, so there is a conserved quantity \( Q \) associated to it,

\[
Q \equiv \frac{\partial L}{\partial \dot{\varphi}} = \dot{\varphi} \cosh^2 \tau \left( -\dot{\tau}^2 + \dot{\varphi}^2 \cosh^2 \tau \right)^{-1/2}. \tag{45}
\]

Since the length functional is invariant under reparametrisation, we may select \( \lambda \) such that it is an affine parameter,

\[
L^2 = \left( \frac{ds}{d\lambda} \right)^2 = \pm 1 = -\dot{\tau}^2 + \dot{\varphi}^2 \cosh^2 \tau, \tag{46}
\]

where the \( \pm \) depends on whether the geodesic is spacelike or timelike, respectively. Note that with this convention, spacelike geodesics will have real length and timelike geodesics, imaginary. We can use (45) to write (46) as the well-known equation for a particle in a potential at a fixed energy, with potential \( V(\tau) = -\frac{Q^2}{2} \cosh^{-2} \tau \). It is a simple exercise to find the trajectories for this problem, which are given by

\[
\tan(\varphi + \dot{\varphi}) = \frac{Q \sinh \tau}{\sqrt{Q^2 - \cosh^2 \tau}}, \tag{47}
\]
where \( \tilde{\varphi} \) and \( Q \) act as integration constants that will be determined upon fixing the endpoints of the geodesic. Note that this formula assumes that \( \varphi \) is a monotonic function of \( \tau \). If there are turning points, \( Q \) must change sign at those. Let’s look at some examples.

**Timelike separated points.** Consider two spacetime points that are at a fixed spatial angle \( \varphi_* \) but separated in time, i.e., \( X = \{ \tau_0, \varphi_* \} \) and \( Y = \{ \tau_1, \varphi_* \} \). Plugging these endpoints into (47) gives \( Q = 0 \), and a geodesic length given by \( L_g = |\tau_1 - \tau_0| \). Note that, as mentioned, timelike geodesics in this convention have imaginary lengths.

**Spacelike separated points.** Consider fixing the endpoints at opposite sides of the spatial circle, i.e., \( X = \{ \tau_0, \varphi_* \} \) and \( Y = \{ \tau_1, \varphi_* + \pi \} \). The only smooth solution with this choice of points has a turning point and requires that \( \tau_0 = -\tau_1 \). Then, there exists a one-parameter family of geodesics with \( |Q| > \cosh \tau_0 \). All of these geodesics have the same length, that is half the circumference of the sphere with unit radius, \( L_g = \pi \). This can be also seen by noting that geodesics in the embedding picture can be obtained as intersections of the hyperboloid with a plane that contains the two points under consideration and the origin of the embedding spacetime.

For any other choice of times, there are no real geodesics between the two points. In particular, if we consider \( \tau_0 = \tau_1 \), then geodesics only exist if \( \tau_0 = \tau_1 = 0 \). See figure 11(a).

It is worth noting that a similar feature occurs in the double-sided eternal AdS black hole in dimensions higher than 3, where real spacelike geodesics anchored at opposite boundaries stop existing at a finite time, encoding some signatures from the black hole singularity [45, 46].

**Box 4.1: Spacelike geodesics in AdS**

It is possible to do a completely analogous computation but now in the AdS black hole. In two dimensions, the computation is pretty straightforward, because the geodesics are those of global \( \text{AdS}_2 \) [47]. One difference with respect to the dS case is that the geodesic length diverges close to the conformal boundary, so it needs regularisation. But most importantly, if we fix the same times at each boundary, let’s call it \( t \), it can be shown that the geodesic length is given by

\[
L^{\text{AdS}}_g (t) = 2 \log (2R_b \cosh t / 2) + O(1/R_b^2) \approx 2 \log R_b + |t| + \cdots , \tag{48}
\]

where \( R_b \gg 1 \) is a large cutoff in units of the AdS scale. Note that this formula is valid for arbitrarily long times, where the length changes linearly with time, making it compatible with the holographic complexity prediction [47]. The geodesics are shown in figure 11(b) where we contrast them with the dS ones.

**Generic points.** The computation can be further generalised to arbitrary points in \( \text{dS}_2 \). Consider two points \( X = \{ \tau_0, \varphi_0 \} \) and \( Y = \{ \tau_1, \varphi_1 \} \). We do not attempt here to provide a full derivation, but it can be shown that whenever a geodesic exists, its length is given by

\[
L_g = \arccos ( \cosh \tau_0 \cosh \tau_1 \cos (\varphi_1 - \varphi_0) - \sinh \tau_0 \sinh \tau_1 ) . \tag{49}
\]
But given a particular pair of points in dS, how do we know if geodesics exist at all? It turns out that a better diagnostic of the distance between two points in de Sitter is what is inside the argument of the arccos in (49).

This quantity is well-defined for any two points in dS and it can be further generalised to higher dimensions. The easiest way to discuss it is in embedding space, see chapter 2, where it can be defined in a coordinate invariant way. We call this quantity $P_{X,Y}$, the de Sitter invariant length between two points $X, Y$ and for $d$-dimensional dS space, it is defined as

$$P_{X,Y} \equiv \eta_{IJ} X^I Y^J, \quad \eta_{IJ} = \text{diag}(-1, 1, \ldots, 1),$$

where $X^I$ and $Y^J$ are the coordinates in $(d+1)$-Minkowski space of any two points in the dS hyperboloid. It is clear by looking at (49) that $P_{X,Y}$ is a real quantity that can go from $-\infty$ to $\infty$. Depending on the relative position between the two points, we have that

$$\begin{align*}
P_{X,Y} &> 1, \quad \text{for timelike separated points;} \\
P_{X,Y} &= 1, \quad \text{for coincident or null separated points;} \\
P_{X,Y} &< 1, \quad \text{for spacelike points;} \\
P_{X,Y} &= -1, \quad \text{when } X \text{ is null separated from the antipodal point of } Y; \\
P_{X,Y} &< -1, \quad \text{when } X \text{ is timelike separated from the antipodal point of } Y.
\end{align*}$$

To answer the question we started with, geodesics in $\text{dS}_d$ only exist when $P_{X,Y} \geq -1$. Coming back to the example where we considered opposite points on the spatial circle at the same global time $\tau$, we find that $P_{X,Y} = -\cosh \tau$, so it becomes manifest that real geodesics only exist at $\tau = 0$ (which gives $L_g = \text{arccos}(-1) = \pi$, as we found).

### 4.2 Euclidean geodesics in de Sitter space

As previously discussed, in Euclidean signature there is no issue with finding geodesics between any two points. In section 2.2, we discussed that the analytic continuation of the time coordinate
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\caption{Penrose diagrams for (half of) dS$_2$ and the AdS$_2$ black hole. Geodesics are plotted in blue and $R_p = 10$ is in dashed black in the AdS case. The red lines correspond to the horizons. Figures from [48].}
\end{figure}
maps $dS_d$ space into the sphere, $S^d$. Here, the problem of finding geodesics is famously solved, \emph{i.e.}, between any two points there exists a great circle that connects them. Both segments connecting the two points along the great circle are geodesics and the one with minimal length is the shortest path between the two points. See figure 12. There are also infinitely many other geodesics that wrap around the great circle.

**Figure 12:** Geodesics (in red and blue) between two points $X$ and $Y$ in the sphere form a great circle.

We can now define our invariant distance in Euclidean space, $P_{E,X,Y} = \delta_{IJ}X^IX^J$, that is simply related to the geodesic length by $P_{E,X,Y} = \cos L_g$. In two dimensions, we can use the coordinates in (16), taking the angular coordinate $\varphi$ to parameterise the spatial circle, to show that,

$$\begin{align*}
P_{E,X,Y} &= \cos \tau_{E,0} \cos \tau_{E,1} \cos(\varphi_1 - \varphi_0) - \sin \tau_{E,0} \sin \tau_{E,1}.
\end{align*}$$

Note that $-1 \leq P_{E,X,Y} \leq 1$, so the geodesic length $L_g$ is always well-defined, and that upon analytically continuing back to Lorentzian time, $P_{E,X,Y} \rightarrow P_{X,Y}$. This fact (and other subtleties of the analytic continuation) was recently used in [44] to understand the geodesic approximation (42) in the Lorentzian cases where no real geodesics exist.

5. **Shockwaves in de Sitter space**

So far we have studied different solutions – pure dS, Schwarzschild dS, Nariai – to the Einstein equations with a positive cosmological constant and no matter content. In this chapter, we will study the (possibly) simplest solutions with a non-vanishing stress tensor, and we will explore their consequences as a particular case of what is known as Gao-Wald theorem [49].

Consider solutions to Einstein equations with a positive cosmological constant sourced by some matter stress tensor $T_{\mu\nu}$, that we will specify shortly,

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} = 8\pi G N T_{\mu\nu}. \quad (52)$$

For now, we can work in any spacetime dimensions. We are interested in massless sources that move along null directions, so it will be useful to consider null coordinates like the ones presented in (14). For completeness, we remind ourselves that in the absence of matter, the pure dS solution in these coordinates is given by

$$ds^2 = \frac{-4dUdV + (1 + UV)^2d\Omega^2_{d-2}}{(1 - UV)^2}. \quad (53)$$
We want to study how the geometry changes when we insert matter in the form of a shockwave. The shockwave stress tensor that we will consider simply takes the form of a delta function in one of the null directions,

\[ T_{\mu\nu} = \frac{(d-2)}{4\pi G_N} \alpha \delta(U) \delta_U \delta_U. \] (54)

To satisfy the null energy condition, we require \( \alpha > 0 \). Note that this shock is localised in the \( U \)–direction, but not in the compact directions, so it is basically a spherically symmetric shell of null matter with the size of the cosmological horizon. Given the divergence of the stress tensor at \( U = 0 \), one might find it surprising that there exist analytic solutions sourced by a delta function stress tensor. However, shockwave solutions have been known for some time. In asymptotically flat spacetimes, exact shockwave solutions were first discussed in [50, 51]. The generalisation to the case with positive cosmological constant was discussed first by Hotta and Tanaka [52, 53], and Sfetsos. [54].

Shockwave solutions can be obtained by noting that away from \( U = 0 \), the solution has to be a solution of the vacuum Einstein equations. For now, we will consider the case where both for \( U > 0 \) and \( U < 0 \), the spacetime is pure de Sitter. The matching should be such that the Einstein equations are satisfied at the junction [55]. The solution after the shock looks like a shift in the \( V \)-coordinate,

\[ V_{U>0} = V_{U<0} - \alpha. \] (55)

Using the metric in (14), it is possible to show that the shockwave metric is given by,

\[ ds^2 = \frac{-4dUdV + (1 + U(V - \alpha\theta(U))^2d\Omega^2}{(1 - U(V - \alpha\theta(U))^2, \] (56)

where \( \theta \) is the Heaviside function. This is called the Rosen form of the metric. Sometimes it is more convenient to use discontinuous coordinates \( u = U, v = V - \alpha\theta(U) \), where the metric takes the more standard shockwave form,

\[ ds^2 = -\frac{4}{(1 - uv)^2}dudv - 4\alpha\delta(u)du^2 + \frac{(1 + uv)^2}{(1 - uv)^2}d\Omega^2. \] (57)

It is easy to check that this metric satisfies the Einstein equations sourced by stress tensor (54).

Note that the sign in the term proportional to \( \alpha \) in (57) is negative, as opposed to the case of flat or AdS shockwaves – see box 5.1 for the AdS solution. Because of this, a light particle passing near the shock will experience a Schapiro time advance, making it possible to access a region that was causally inaccessible before. See figure 13. This is again in clear contrast with shockwave solutions in flat or AdS spacetimes, where the particle would experience a time delay and will become even more disconnected from the other side. In fact, in those cases, the only way to make this wormhole traversable is by violating the null energy condition, i.e., setting \( \alpha < 0 \). An example of this kind in AdS is the so-called Gao-Jafferis-Wall wormhole [56].

The solution (57) has some interesting features. For instance, the solution is pure dS space (with the same dS length) on both sides of the shock. In between there is a positive energy, spherical shock with the same size as the dS horizon. This exists at the horizon from \( I^- \) all the way to \( I^+ \).

It would be interesting to find other shockwave solutions in dS. For instance, with shocks sent at a finite time. It would also be desirable to have dS analogues to the multiple shocks solutions in AdS [57], or more localised shockwaves. Lower dimensional spacetimes might provide an interesting avenue to explore these generalisations.
Box 5.1: Shockwaves in AdS black holes

A very similar computation can be done for black holes in AdS$_3$ [58]. The solution to \((52)\) with stress tensor \((54)\) but now with negative cosmological constant is given by

\[
ds^2 = -\frac{4}{(1 + uv)^2} du dv + 4\alpha\delta(u) du^2 + \frac{(1 - uv)^2}{(1 + uv)^2} d\varphi^2.
\]  

\((58)\)

In this coordinate system, the AdS boundaries are at \(uv = -1\) and the singularities at \(uv = 1\). Note that the sign in the term with \(\alpha\) has flipped, generating the aforementioned Schapiro time delay.

We can also plot the Penrose diagram in the AdS black hole case that, as shown in figure 13(c), does not become taller as in the dS case, but wider, making it even harder for disconnected observers to communicate.

![Penrose diagrams](image)

(a) Shockwave in dS  
(b) Shockwave in dS  
(c) Shockwave in AdS

Figure 13: Penrose diagrams for (positive energy) shockwave solutions in (A)dS. The shockwave is depicted as a dark red, thicker line. The first two diagrams depict the dS shockwave in the two different ways discussed. In (c), we plot the shockwave solution in AdS. We can see that while the dS diagram gets taller, the AdS one becomes wider.

Finally, it is worth mentioning that the effect presented is not particular to shockwaves, but a more general statement about perturbations of dS. In fact, it is proven that, in dS, all perturbations obeying the null energy condition and the null generic condition, will make the dS Penrose diagram taller, allowing for previously disconnected regions of spacetime to become causally connected. See, for instance, [59]. The formal statement goes under the name of Gao-Wald theorem [49] and states that, for solutions obeying the null energy condition and null generic energy condition, a null geodesically complete and globally hyperbolic spacetime with compact Cauchy surfaces cannot exhibit a particle horizon. In this case, sufficiently late-time observers will see the full Cauchy slice in their past light cone.

Regarding holography, in the case of asymptotically AdS spaces, shockwave solutions have played an important role in diagnosing the quantum chaotic nature of gravity. In fact, they are an essential component in the computation of out-of-time-ordered correlators that led to maximal chaos in AdS black holes [58]. Given that shockwaves in dS behave in a different (almost opposite) way, it would be interesting to understand the consequences of this for a putative holographic theory for dS. We will discuss more about this in chapter 6.
6. Towards holography in de Sitter space

Having described some of the main (semi-)classical features of dS space, in this section we will review some recent advances made in understanding quantum features of dS space. As already noted, there is still not a unified framework as in the case of the AdS/CFT correspondence, but in this Chapter we discuss some of the recent attempts to define holography in dS.

We start with a short discussion in section 6.1 about quantum field theory in a fixed dS background, which has gained renewed attention recently. When it comes to holography, the first question that appears is how to think about the boundary theory. In dS, the only asymptotic boundaries are at \( I^\pm \), that are spacelike. The initial proposals for holography in dS considered a Euclidean CFT living at those boundaries. This is the idea behind what is called the dS/CFT correspondence, which we also briefly review in 6.1.

Most of the discussion in this Chapter will be centered around new developments towards a more local version of dS holography, which we discuss in section 6.2. We discuss some static and dynamical features of the cosmological horizon and compare them with results in holographic studies of black holes. In this observer’s approach to holography in dS, it seems that timelike boundaries might play an important role, so we finish this chapter by discussing some relevant aspects of timelike boundaries that depend on the number of spacetime dimensions under consideration.

6.1 QFT in de Sitter space and the dS/CFT correspondence

A first step towards a full quantum gravity theory in dS is to study quantum field theory in a fixed dS background. Given that in dS there is no global timelike Killing vector, even the notation of a vacuum state needs to be considered carefully, as, for instance, particle number is not conserved.

However, there is in dS one particular state that is called the Bunch-Davies or Euclidean state that has very interesting properties [60]. This state is invariant under the dS isometries and correlation functions exhibit no singularities except at coincident (or null separated) points, where the behaviour mimics the singularities in flat space. Moreover, it is the state that can be obtained from analytic continuation from the sphere, which is the reason behind its name.

As the simplest example, we will briefly study free massive scalar field theory on a fixed dS background. The action for this theory is given by

\[
I_\phi = \frac{1}{2} \int d^d x \sqrt{-g} \left( g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi + m^2 \phi^2 \right),
\]

where \( m \) is the mass of the scalar field \( \phi \) and \( g_{\mu \nu} \) is the \( d \)-dimensional dS metric. This theory has been extensively reviewed in, for instance, [1, 2]. In the Euclidean vacuum state |\( E \rangle\), the Wightman two-point correlator is known analytically and is given by

\[
\langle E| \phi(X) \phi(Y) |E \rangle = \frac{\Gamma(\Delta) \Gamma(\bar{\Delta})}{(4\pi)^{d/2} \Gamma(d/2)} {}_2F_1 \left( \Delta, \bar{\Delta}; \frac{d}{2}; \frac{1 + P_{X,Y}}{2} \right),
\]

where \( {}_2F_1 \) is the hypergeometric function and the correlator only depends on \( P_{X,Y} \), that is the dS invariant length, see section 4.1. It is clear, then, that this correlator is invariant under the dS isometries. The \( \Delta \)'s are called scaling dimensions and are given in terms of the mass and the
spacetime dimension as
\[ \Delta = \left( \frac{d-1}{2} \right) + \sqrt{\left( \frac{d-1}{2} \right)^2 - m^2}, \quad \tilde{\Delta} = d - \Delta, \] (61)

where \( \tilde{\Delta} \) is the shadow dimension. Remember here the mass is given in units of the dS radius \( \ell \).

These are very similar to the AdS scaling dimensions, but differ on the minus sign inside the root, which, in AdS, makes all the \( \Delta \geq 0 \). On the contrary, in dS, we can distinguish, in principle, two types of fields: light fields with \( m < (d - 1)/2 \) have real \( \Delta \), while heavy fields with \( m > (d - 1)/2 \) have complex scaling dimensions.

These complex scaling dimensions were first thought of as signals of non-unitarity in dS. However, we know they are part of the Unitary Irreducible Representations (UIRs) of the dS group \( SO(d, 1) \). These have been studied a long time ago [61], but in the last few years, there has been a renewed interest in the subject, see [62–68] for general \( d \) and [69–71] for \( d = 2 \). We will not go into details of these in the present lecture notes, but refer the interested reader to [72] for a pedagogical introduction to the subject. In general, the UIRs depend on the spacetime dimension, \( \Delta \), and the spin. As an example, the spinless representations of the dS group in \( d = 4 \) are as follows:

- **Principal series**: \( \Delta = 3/2 + i\nu \), with \( \nu \in \mathbb{R} \), corresponding to heavy fields in dS.
- **Complementary series**: \( 0 < \Delta < 3 \), corresponding to light fields in dS.
- There is also an exceptional series for integer values of \( \Delta \), that in \( d = 4 \) coincides with the discrete series. The interpretation of these series in terms of particles in dS is not completely understood.

Recently, UIRs have been used as a powerful tool to compute cosmological correlators at late times in what is known as the cosmological bootstrap programme. The aim of this programme is to construct cosmological correlators using physical principles such as locality, unitarity and symmetries. See [24] for recent developments and references.

So far we have only considered QFT on a fixed dS background. A full holographic description of dS has to allow for spacetime fluctuations. As soon as the AdS/CFT correspondence was formulated, ideas on how to incorporate cosmology into that framework appeared. See, for instance, [73]. Eventually, they converged into what is now known as the dS/CFT correspondence [74–76].

The basic idea is that in analogy to the AdS/CFT correspondence, there is a dual (Euclidean) conformal field theory that lives in the asymptotic future of dS. In this case, the partition function of the boundary CFT is dual to the wavefunction of the Universe \( \Psi_{dS} \),
\[ \Psi_{dS}[\varphi_0] \leftrightarrow Z_{CFT}[\varphi_0], \] (62)

where \( \varphi_0 \) is some asymptotic profile for bulk fields \( \varphi \), including the metric, in the Bunch-Davies (or Hartle-Hawking [77]) state. We refer the reader to interesting progress in [78–84].

---

1Here \( \Delta \) is a label for the eigenvalue of the quadratic Casimir of the group, that in the spinless case is given by \( \Delta(\Delta - (d - 1)) \).
A concrete model for this conjecture was found in [85], where a particular higher spin theory on dS was conjectured to be dual to a simple conformal field theory that is just a theory of $N$ free scalar fields that transform as a $Sp(N)$ vector. The tower of higher spin fields in the bulk are then dual to the higher spin conserved currents of the boundary theory. Generalisations of this model can be found in [86, 87]. The analogous version in two-dimensional JT gravity has been explored in [88, 89], while similar ideas in three dimensions are discussed in [90, 91]. Another set of interesting ideas relating cosmology to the standard AdS/CFT correspondence by using RG flows and analyticity followed from work initiated in [92, 93].

6.2 Static patch holography and timelike boundaries

One drawback of the global approach is that it is harder to probe the cosmological horizon and its features (some of which we discussed in previous chapters). Given the success of the holographic framework in describing black hole horizons, we might hope that some of the tools used in that case might serve useful to characterise the cosmological horizon. Using holography, we came to the idea that black holes are highly-entropic, dissipative, strongly-coupled, maximally chaotic states in their quantum description. It would be desirable to understand which of these properties (if any) are still present in the cosmological horizon case.

For this, it is necessary to focus our holographic constructions inside the static patch region of dS. This might be, in principle, problematic since there is no asymptotic boundary inside the static patch. Then, the most natural places to put the holographic theory are either the observer’s worldline or a stretched horizon, a timelike surface of constant radius close to the cosmological horizon. We will call these two approaches worldline holography and stretched horizon holography, respectively.

In any case, at the static level, the first important feature to understand is the quantum origin of the Gibbons-Hawking entropy for dS. Putting together the finite dS entropy and the fact that black holes cannot have arbitrarily large mass in dS, see section 2.3, it was suggested that the Hilbert space of a quantum dS theory should be finite dimensional [94–102]. In part to better understand this proposal, corrections to the Gibbons-Hawking entropy have been computed using Euclidean path integral methods. For example, it was shown [28, 29] that in pure gravity in $d = 4$,

$$\log Z = S_{GH} - 5\log S_{GH} - \frac{571}{90} \log \frac{\ell}{\ell_{ref}} + O(1).$$

(63)

The leading term is, of course, the Gibbons-Hawking entropy. Then there are two types of logarithmic corrections. The difference between them is that the second term needs an effective theory scale $\ell_{ref}$. Some of these contributions can be interpreted as entanglement entropy for gravitational edge modes [103, 104]. Similar expressions have been studied in $d = 3$, where there exists an all-loop calculation [28, 105, 106] and in $d = 2$, where a non-perturbative formula in timelike Liouville theory has been conjectured [107–113].

The observation that subleading terms in the Gibbons-Hawking entropy look like entanglement entropy suggests that it might be interesting to consider entropy in dS holographically [114], extending the Ryu-Takayanagi prescription (and its generalisations) [40]. It was noted that the bifurcation surface in dS is a minimax surface, instead of a maximin (as in AdS black holes) [115–117]. This suggests that in order to get similar results to those obtained in standard AdS
holography, one should anchor extremal surfaces at the (stretched) horizon. See other recent proposals in [118–122]. Quantum extremal surfaces in the context of dS have also been actively studied recently [123–129], but it is fair to say that compared to the black hole case (see [130] for current state of affairs), the case of the cosmological horizon is still pretty much under development.

A next step to characterise the horizon is to move slightly away from equilibrium. A natural probe is to consider quasinormal mode behaviour of the cosmological horizon. The scalar quasinormal frequencies are given by [131, 132],

$$i\omega_n^\ell = \frac{(l + 2n + \Delta)(l + 2n + \bar{\Delta})}{n \in \mathbb{N}_0}, \quad (64)$$

where $\Delta, \bar{\Delta}$ are given in (61). An interesting observation is that as the mass of the perturbation increases, then it is the real part of the quasinormal frequency that increases. This is in contrast with the black hole case, where an increase in the mass translates into a more dissipative frequency with a larger negative imaginary part.

Other out of equilibrium considerations, such as questions of quantum chaos and scrambling in dS have also been recently under debate. Historically, the existence of a horizon in de Sitter space (and the associated Rindler behaviour close to it) motivated the conjecture that quantum dS is a fast scrambler [133–135], in the sense that the scrambling time $t_\star$ would scale as $t_\star \sim \beta \log S_{GH}$, as happens in black holes.

However, this does not seem to be the prevailing interpretation these days. In quantum systems with a large number $N$ of degrees of freedom, one diagnostic of quantum chaos is the four-point out-of-time-ordered correlator ($OTOC$), that in chaotic systems schematically behaves as

$$\langle OTOC \rangle_{\beta}(t) = f_1 - \frac{f_2}{N} \exp \lambda_L t + \cdots, \quad (65)$$

where $f_1, f_2$ are order one positive numbers and $\lambda_L$ is known as the Lyapunov exponent. A bound on quantum chaos implies that $\lambda_L \leq 2\pi/\beta$ [136]. A shockwave computation in an AdS black hole background shows that AdS black holes saturate this bound [58]. The analogous shockwave computation in dS gives $f_2 < 0$, due to the Gao-Wald effect [137]. Moreover, the rapid approach of spacelike geodesics to future and past infinities in dS, see section 4.1, has led to the conjecture that actually the scrambling time in dS reduces to zero, so it has been called in [115] a hyperfast scrambler. There, it was also suggested that the double scaled Sachdev-Ye-Kitaev model [138] might have this feature. Several works have tried to make this relation more precise [139–147]; however, at the time of writing, the status of chaos and complexity in dS remains inconclusive [48, 148–155]. A holographic computation of the $OTOC$ in a geometry with a cosmological horizon has been done in two dimensions and gives a correlator that does not grow exponentially but oscillates in time [156], pointing toward a more organised nature of the quantum theory.

Having at least simple toy models of quantum theories for dS might help us understand these macroscopic puzzles. So what do we know about the quantum theories?

### 6.2.1 The role of the observer

The role played by the observer in holography of the dS static patch has been emphasised in [157], where it was shown that correlators along the observer’s worldline were controlled by
$SL(2,\mathbb{R})$ symmetries. This is compatible with the idea that there is a holographic large $N$, conformal worldline quantum mechanical dual.

From the point of view of algebraic quantum field theory, it has recently been noted that, in the presence of gravity, it might be convenient to describe a theory in terms of the algebra of observables along the timelike worldline of an observer. Moreover, in a gravitational system that is closed, like dS, it has been shown that it is essential to explicitly incorporate the observer in the analysis to obtain well-defined notions of entropy [158, 159].

Incorporating the observer makes it possible to define a trace (from which we can define entropies) and in dS, it generates a von Neumann algebra of Type II$_1$ (at least in the limit of $G_N \to 0$). We will not discuss von Neumann algebras in these lectures, but we refer the reader to [160] for a pedagogical introduction. Instead, we will just point out a few properties that might resonate with some ideas already discussed in these notes.

This type of algebras has a state of maximum entropy. Indeed we have seen that, at least compared to other black hole solutions, empty dS space is the solution with maximum entropy, see section 3.2. All other black hole solutions will have less entropy than the empty dS one. This maximum entropy state will have a density matrix $\rho$ that can be normalised so that $\rho = 1$. Then, all entanglement eigenvalues are equal, so it is said to have a “flat entanglement spectrum” or to be a “maximally mixed” state. These properties hold perturbatively in $G_N$.

A pressing question is how to incorporate these abstract ideas into a more standard holographic framework. It turns out that the answers might depend on the spacetime dimension under consideration. In the following, we will consider different approaches to static patch holography, starting with some ideas for higher dimensional gravity and then, discussing some particular proposals in $d = 3, 2$.

### 6.2.2 $d \geq 4$: conformal boundary conditions

An initial strategy to do holography inside the static patch could be to put an artificial boundary à la York and describe the system in terms of the now fixed boundary data. As mentioned, inside the static patch this problem was studied in [36, 37]. Recently, it has been thoroughly extended (including SdS black holes) in [161, 162].

Quite remarkably, in parallel to these developments, there have been recent advances in the mathematical relativity community involving the Initial Boundary Value Problem (IBVP) in General Relativity [163, 164]. Consider a $d$-dimensional manifold of the form $M = I \times S$, with $I$ being a finite interval and $S$, a spatial $(d-1)$-manifold with non-empty boundary $\partial S = \Sigma$. The boundary of $M$ is denoted $C = I \times \Sigma$. Now the IBVP consists on finding metrics on $M$ that are solutions to the vacuum Einstein equations,

$$R_{\mu\nu} - \frac{1}{2}R g_{\mu\nu} + \Lambda g_{\mu\nu} = 0,$$  \hspace{1cm} (66)

together with boundary conditions along $C$ and initial conditions along a Cauchy surface, say at some initial slice. See [165] for a review on the subject. Here, it is important to have dynamical gravity, so $d \geq 4$. The inclusion (or not) of a cosmological constant does not change the results we will be reviewing below.
The statement in [164] is that with respect to either Dirichlet (fixing the induced metric on $C$) or Neumann (fixing the second fundamental form of $C$ in $M$) the IBVP for General Relativity is not well-posed.

This statement comes in the form of two theorems. First, it is proven that given a generic set of boundary data, the constraint of Einstein equations at the boundary will not be satisfied (this is a gauge-independent proposition). Second, given a consistent set of boundary data and a solution which solves the IBVP, then there exist other infinitely many physically distinguishable solutions on $M$ (this is proven in the harmonic, or de Donder gauge). The Euclidean analogue of this problem is reviewed in [163], with similar conclusions.

Note this is unlike other IBVPs that are known to be well-posed. Examples include scalar, Maxwell or Yang-Mills theory. It is also contrary to the Initial Value (or Cauchy) Problem in General Relativity that is known to be well-posed since the 60’s [166, 167].

One should find this problematic, specially if one wants to give a thermodynamic interpretation to the (Euclidean) gravitational path integral. Fortunately, there is another set of geometric data that is conjectured (not proven) to be well-posed. These are the so-called conformal boundary conditions, that are mixed conditions that involve fixing

Conformal boundary conditions: $\{[h], K\}$,

where $[h]$ is the conformal class of boundary metrics and $K$ is the trace of the extrinsic curvature at the boundary. There is a proof of the IBVP with conformal boundary conditions being well-posed in Euclidean signature [163] and evidence for it in Lorentzian signature [164, 168].

It seems essential to understand the gravitational path integral in terms of conformal boundary data to make sense not only of static patch holography but also, of some other finite versions of holography, such as finite cutoff AdS [169]. Finally, it is interesting to note that these conformal boundary conditions have been anticipated in [170, 171], where obstructions found with standard Dirichlet boundary conditions were bypassed by imposing conformal boundary conditions instead.

### 6.2.3 $d = 3$: $\mathcal{T}\mathcal{T} + \Lambda_2$ deformations

The theorems discussed in the previous section require dynamical gravity in the bulk. In lower dimensions, there have also been interesting recent developments regarding timelike boundaries in dS. In particular, in $d = 3$, there have been recent constructions involving certain solvable irrelevant deformations of CFT$_2$ that allow us to count the dS entropy, including its leading logarithmic correction, from certain AdS black hole microstates [172, 173].

The idea is to start from some seed CFT and deform it by two types of irrelevant deformations. At any step in the process, the Euclidean theory is defined through a differential equation,

$$\frac{\partial}{\partial \lambda} \log Z(\lambda, g) = -2\pi \int d^2x \sqrt{g} \langle \mathcal{T}\mathcal{T} \rangle + \frac{1-\eta}{2\pi\lambda^2} \int d^2x \sqrt{g}.$$

Here $Z(\lambda, g)$ is the partition function of the theory and depends on the background metric $g$ and the deformation parameter $\lambda$. $\mathcal{T}\mathcal{T}$ is a quadratic combination of the stress tensor defined by $\mathcal{T}\mathcal{T} \equiv \frac{1}{2} (T_{ab}T^{ab} - \langle T^2 \rangle)$ [174, 175]. The last term corresponds to changing the cosmological constant in two dimensions and is usually called a $\Lambda_2$ deformation.
The idea is to start the process with some (holographic) CFT, so the appropriate boundary condition will be $Z_{t=0,\eta=1} = Z_{\text{CFT}}$. We focus on the energy levels around $\Delta \approx c/6$, with $c \gg 1$ being the central charge of the CFT. Now the process is taken in steps. First, we deform the CFT with a pure $T \bar{T}$ deformation ($\eta = 1$). At some finite value of $\lambda = \lambda_0$, we turn on the $\Lambda_2$ deformation by setting $\eta = -1$. This deformation is solvable and it is possible to compute the energy spectrum at each step of the process.

On the gravity side, the dual of this process is as follows. We start with a BTZ black hole. The $T \bar{T}$ deformation brings the AdS boundary very close to the black hole horizon. At this point, the black hole horizon becomes indistinguishable from a cosmological horizon with the same radius. This is when the second $T \bar{T} + \Lambda_2$ deformation is turned on, building the static patch geometry in dS, from the horizon, up to a timelike boundary. This is called the cosmic horizon (CH) patch. See figure 14.

Through this process, the dressed black hole states can be shown to contribute to the dS entropy, obtaining that

$$S_{T \bar{T} + \Lambda_2} = S_{\text{GH}} - 3 \log(S_{\text{GH}}) + \cdots,$$

which, remarkably, reproduces not only the leading Gibbons-Hawking entropy but also the logarithmic correction found in [28].

Initially, this construction was proposed in the context of the dS/dS correspondence [176, 177], where the dS patch was reconstructed. See section 2.1.4. It is also possible to start with states around $\Delta = 0$ and in that case, the construction does not reproduce the Gibbons-Hawking entropy. Instead, in the gravity picture, it describes a region with no horizon, that goes from the timelike boundary towards the observer’s worldline. Maybe a combination of both approaches might provide a full global dS picture [173]. Moreover, recently the possibility of embedding this formalism in string theory has been explored [178]. The $T \bar{T}$ deformation has also been used with potential applications to the dS/CFT correspondence [179]. Finally, it would be interesting to include matter in these deformed theories and try to probe some dynamical features of the cosmological horizon, such as the Gao-Wald effect, as a non-trivial check of this proposal.

6.2.4 $d = 2$: open quantum mechanical duals

Two dimensions is yet another avenue to explore holographic features of dS, as they offer some extra advantages compared to higher dimensions. First, following the standard holographic
dictionary, the dual theory should be a (maybe disordered) quantum mechanical theory, which is easier to deal with than the usual holographic quantum field theories. Moreover, from the gravity perspective, there are dilaton-gravity theories that admit solutions where the cosmological horizon is in causal contact with an AdS boundary, where the observer is under control. In higher dimensions, this would be forbidden by the null energy condition [180].

The action for a generic dilaton-gravity (Euclidean) theory in two dimensions is given by

\[ I_E = -\frac{1}{16\pi G_N} \int_M d^2x \sqrt{\gamma} \left( \Phi \nabla^2 \right) + \frac{1}{8\pi G_N} \int_{\partial M} d\nu \sqrt{\mu} \Phi_b \beta, \]  

(70)

where \( \Phi \) is the dilaton field, and \( \Phi_b \) is the value of \( \Phi \) at \( \partial M \). \( U(\Phi) \) is usually called the dilaton potential. We have chosen a frame in which the action contains no \( \Phi \) derivatives.\footnote{\text{Other choices containing terms with derivatives of the dilaton that also admit solutions with dS interiors can be found in, for instance, [181, 182].}} It is easy to see that solutions to this action obey \( R = -U'(\Phi) \), so the usual JT gravity is the particular case where \( U(\Phi) = 2\Phi \), and dS can be obtained whenever \( U(\Phi) = -2\Phi \). Quasi-local thermodynamics in dS JT gravity have been recently explored in [183].

Geometries that interpolate between a dS horizon and an AdS boundary can be obtained as solutions to smooth potentials that asymptotically behave as \( U(\Phi) \approx 2|\Phi| \). These are usually called centaur geometries [156, 184], and allow us to probe the cosmological horizon using the standard tools of AdS holography. More generic forms of \( U(\Phi) \) have been extensively studied in, for instance, [185–187].

It is clear, then, that the problem of quantum dS in two dimensions becomes the problem of how to microscopically modify the dilaton potential \( U(\Phi) \) away from AdS. One possibility is to use the equivalence of JT gravity with a matrix model [188]. The dilaton potential can be deformed away from linear with the inclusion of conical defects [189–192]. It seems plausible that this construction might be able to accommodate at least a finite piece of dS spacetime [193].

Another model that has resemblance to JT gravity at low energies is the Sachdev-Ye-Kitaev (SYK) model [194, 195]. Following the idea of holographic renormalisation group flow [196], deformations away from AdS\textsubscript{2} in the gravity picture would correspond to relevant deformations in the quantum side. Interestingly, the SYK model has a large set of tractable relevant deformations whose Hamiltonian takes the form [197–203],

\[ H = H_{\text{SYK}} + \sum_i \lambda_i H_{\text{SYK}}^{\tilde{q}_i}. \]  

(71)

Here the full Hamiltonian is the sum of multiple SYK Hamiltonians with a different number \( q, \tilde{q}_i \) of fermions in the all-to-all interactions. If \( \tilde{q}_i < q \), then the second term acts as a relevant deformation that is controlled by the dimensionless couplings \( \lambda_i \). Even though unitarity requires \( \lambda_i \in \mathbb{R} \), there is evidence that allowing for complex couplings might give rise to macroscopic features consistent with dS space [200, 202]. If this is correct, it would imply that the microscopic theory for the static patch might be non-unitary and should be treated as a holographic open quantum system. We have seen during these lecture notes some behaviour compatible with this. See, for instance, the shockwave solution in chapter 5. Recent progress in understanding non-unitary generalisations of the SYK model can be found in [204–212]. As conformal symmetry in the SYK model is only
emergent in the large $N$ limit, it is tempting to think that dS unitarity might also be an emergent property from the microscopic theory.

Given all the recent developments and new ideas discussed in this Chapter, we would like to finish these notes by updating exercise 4 in [1] into a form that is still quite challenging but hopefully more achievable these days:

Independently of the number of dimensions, matter content, or type of holography, find a microscopic quantum theory dual to, at least, a patch of de Sitter space.
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A. Black hole entropy

In this appendix, we provide more details on the computation of the black hole entropy from the Euclidean path integral, see box 3.2. The reason to do so is twofold. On the one hand, it is to contrast the difference in the calculation of the entropy of a black hole and a cosmological horizon. In the latter, there is no need to include either boundary terms or regularisation to compute the path integral at the dS saddle point. On the other, we will show the use of the York timelike boundary in the computation as a way of properly defining the thermodynamical ensemble. Similar ideas might play a role in dS holography as described in section 6.2.

But let’s go back to the calculation. We are in Euclidean signature in four dimensions and we want to evaluate the path integral,

$$Z = \int Dg \exp(-I_E[g]), \quad I_E = -\frac{1}{16\pi G_N} \int d^4x \sqrt{g} R - \frac{1}{8\pi G_N} \int_{r=r_0} d^3x \sqrt{h} K,$$

in the saddle-point approximation as $G_N \to 0$. We already included a boundary term at a fixed $r = r_0$, from which we will specify the boundary data. One saddle point is the Euclidean black hole,

$$ds^2 = \left(1 - \frac{2M}{r}\right) dr_E^2 + \frac{dr^2}{\left(1 - \frac{2M}{r}\right)} + r^2 d\Omega_2^2,$$
that, as discussed, has \( t_E \sim t_E + 8\pi M \). As in [35], we will not directly identify \( 8\pi M \) with the inverse temperature. Instead we will specify our thermodynamical variables at the boundary. In this case, the boundary at \( r = r_0 \) is \( S^1 \times S^2 \), so we will use the proper length of the \( S^1 \) and the area of the \( S^2 \) as our independent variables,

\[
\begin{align*}
\beta(r_0) &= \int_0^{8\pi M} d\tau_E \left( 1 - \frac{2M}{r_0} \right)^{1/2} = 8\pi M \left( 1 - \frac{2M}{r_0} \right)^{1/2}, \\
A(r_0) &= \int d\Omega_2 r_0^2 = 4\pi r_0^2.
\end{align*}
\]

(74)

Now \( \beta(r_0) \) is the local temperature that an observer feels at \( r_0 \). As \( r_0 \to \infty \), we recover the usual statement that \( \beta_\infty = 8\pi M \).

The bulk action is zero but the boundary term is non-vanishing. Evaluating the action on the solution (73) gives the on-shell action,

\[
I_{E}^{\text{on-shell}} = \frac{12\pi}{G_N} M^2 - \frac{8\pi}{G_N} Mr_0,
\]

(75)

that diverges as \( r_0 \to \infty \). The way of regulating the computation is by subtracting a boundary counterterm in the action. What York proposes [35] is to subtract the same action \( I_E \), but now evaluated on a flat metric with the same \( S^1 \times S^2 \) boundary as in the black hole metric,

\[
ds_{\text{subtract}}^2 = d\tau^2 + dr^2 + r^2 d\Omega_2^2,
\]

(76)

with \( \tau \sim \tau + \beta \). Again the bulk action vanishes and using that \( K = -2/r_0 \) at the boundary, we obtain

\[
I_{E}^{\text{subtract}} = -\frac{\beta(r_0)r_0}{G_N} = -\frac{8\pi}{G_N} Mr_0 \left( 1 - \frac{2M}{r_0} \right)^{1/2}.
\]

(77)

Then,

\[
I_{E}^{\text{finite}} = I_{E}^{\text{on-shell}} - I_{E}^{\text{subtract}} = \frac{12\pi}{G_N} M^2 - \frac{8\pi}{G_N} Mr_0 \left( 1 - \left( 1 - \frac{2M}{r_0} \right)^{1/2} \right).
\]

(78)

which is now finite as \( r_0 \to \infty \). For general metrics, this regularisation procedure is not completely understood, except in the context of asymptotically AdS spacetimes, where a more sophisticated version of counterterm subtraction goes under the name of holographic renormalisation [213].

In order to compute thermodynamic quantities, we need to write \( I_{E}^{\text{finite}} \) not in terms of \( M \), but in terms of \( \beta \), while keeping the area \( A \) fixed. We identify \( I_{E}^{\text{finite}} \) as \( \beta F \), the free energy of the system. Then, in order to compute the entropy one needs to do,

\[
S = (1 - \beta \partial_\beta) \bigg|_A \left( -I_{E}^{\text{finite}} \right) = \frac{4\pi M^2}{G_N} = \frac{A_H}{4G_N},
\]

(79)

which is exactly the Bekenstein-Hawking entropy for the black hole. Note, first, that as opposed to the Gibbons-Hawking calculation of the dS entropy, here the area term comes from a boundary contribution to the action. Second, even though we needed regularisation of the free energy, given that the counterterm was proportional to \( \beta \), it does not contribute to the entropy.

Finally, we can also compute the specific heat,

\[
C = \left( \beta^2 \partial^2_\beta \right) \bigg|_A \left( -I_{E}^{\text{finite}} \right) = -\frac{8\pi M^2}{G_N} \frac{1 - \frac{2M}{r_0}}{1 - \frac{3M}{r_0}},
\]

(80)
which, interestingly, can be positive for $2M < r_0 < 3M$, in contrast to the negative specific heat in the standard calculation when $r_0 \to \infty$. This is an interesting effect that appears in the presence of finite timelike boundaries. As discussed in section 6.2, it has been recently proven that fixing the induced metric on the boundary does not lead to a well-posed problem [164], so it would be desirable to revisit this calculation in the light of the new conjectured boundary conditions that do lead to well-posedness, i.e., fixing the conformal class of the metric at the boundary and the trace of the extrinsic curvature.
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