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1. Introduction

Local ground states in physical systems may not be stable. A deeper minimum may exist, or
appear with varying temperature, causing the system to undergo a phase transition that brings it
from the metastable state, or “false vacuum”, to the stable state, or “true vacuum”. The order of the
transition depends on the features of the system: a first-order phase transition is the most drastic
case and consists of spherical regions (denoted as “bubbles”) of the true vacuum state nucleating
within the false vacuum. If it is energetically favourable for the bubbles to grow, they will expand
and convert the whole system to the true vacuum configuration [1, 2]. The probability of nucleating
such bubbles is described by the “false vacuum decay rate” or “bubble nucleation rate” [2, 3].

The topic of vacuum decay in high-energy physics is interesting in different contexts: the
stability of the electroweak vacuum can be affected by unknown physics at arbitrarily large energy
scales, thus modifying in a dramatic way the fate of our Universe. On the other hand, in the Early
Universe, a first-order phase transition could have happened and would have left imprints on the
cosmological history that might be visible today, such as a stochastic background of gravitational
waves (GW). There is hope to detect such signals at present and future observatories, but at the
moment the theoretical predictions for the power spectrum are afflicted by rather large uncertainties.

One of the ingredients to determine the GW power spectrum is the bubble nucleation rate: it
depends on the classical solution to the equations of motion of the decaying field, i.e. the bounce,
via the bounce action, and on the quantum corrections. It is common in the literature to work
with the effective potential in the exponential part of the decay rate, and estimate the dimensionful
prefactor by dimensional analysis, based on the typical energy scale at which the transition takes
place. In principle, this approximation might not be appropriate, but it is widely used due to the
difficulty in dealing with the explicit calculation of the prefactor.

In this work, I summarize the results obtained in [4] for the explicit and fully analytical
calculation of the decay rate, including the prefactor, for a theory of a single real self-interacting
scalar field at zero temperature, with a potential featuring almost-degenerate minima. We use the
thin-wall approximation introduced in [2] to obtain analytical results expanded in powers of the
thin-wall parameter, which specifies the difference in potential energy between the two minima.

This paper is organized as follows. In Section 2 I set up the problem and the notation used
throughout the paper. In Section 3 the expansion in the thin-wall parameter is introduced and the
calculation of the bounce solution and the associated action, which enters into the exponential part
of the decay rate, is performed. I also reproduce the procedure of dimensional regularization and
renormalization in the MS scheme to take care of 1-loop divergences and calculate the counterterm
action, which also enters into the exponential. In Section 4 I summarize the analytical procedure
used in [4] to obtain the contribution coming from the quantum fluctuations. This procedure exploits
the spherical𝑂 (𝐷) symmetry of the problem to perform an angular separation of variables, followed
by an expansion in multipoles. We treat separately the low-multipole region, where the negative-
eigenvalue mode and the zero modes are present, and the high-multipole region, which produces a
result valid in the UV. In Section 5 the explicit contribution to the prefactor is obtained by performing
the renormalized sum over the multipoles, and it is shown that the decay rate is free of divergences
and independent of the renormalization scale. In Section 6 I summarize our results and conclusions
and present an outlook for future work.
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2. Setup of the problem

We consider a single real self-interacting scalar field 𝜙, with the potential

𝑉 =
_

8

(
𝜙2 − 𝑣2

)2
+ _Δ 𝑣3 (𝜙 − 𝑣) . (1)

The first term is a mexican hat potential with degenerate minima. The linear term in 𝜙 breaks
the degeneracy of the minima, and is proportional to the dimensionless parameter Δ, which is the
thin-wall parameter. The thin-wall limit of [2] is recovered for Δ → 0. Our results are built as a
power-series expansion in Δ, i.e., the thin-wall expansion. In our work, we consider 0 < Δ ≪ 1
for the thin-wall expansion to be applicable, together with 0 < _ ≪ 1 to ensure perturbativity. The
Δ parameter is chosen to be positive to keep the false vacuum on the right, and an upper bound
is given by the disappearance of the false vacuum at Δ = 1/

√
27. Here the false vacuum and the

maximum coincide, giving rise to an inflection point.
In quantum field theory the explicit 1-loop formula for the false vacuum decay rate can be

obtained via the path integral formulation, and yields [2, 3]

Γ

V =

(
𝑆𝑅

2𝜋ℏ

) 𝐷
2
���� det′ O
detOFV

����− 1
2
𝑒−

𝑆𝑅
ℏ −𝑆ct (1 + O(ℏ)) , (2)

for generic Euclidean spacetime dimension 𝐷. In the exponent, two terms appear: 𝑆𝑅 is the bounce
action evaluated on renormalized couplings and 𝑆ct is the 1-loop counterterm action. The prefactor
contains the determinant of the fluctuation operator, explicitly given by O = −𝜕`𝜕` + 𝑑2𝑉/𝑑𝜙2,
evaluated on the bounce solution in the numerator and on the false vacuum configuration in the
denominator. The zero modes associated to the translational symmetry of the bounce are removed,
hence the det′. There are 𝐷 such modes, and each removal introduces a factor of

√︁
𝑆𝑅/(2𝜋ℏ), which

appears in the prefactor above. As I will explicitly show, the log ` and 1/𝜖 terms coming from
𝑆𝑅 and 𝑆ct in the exponent are exactly cancelled by analogous terms coming from the regularized
functional determinant. The log ` is only present in even dimensions. In dimensional regularization,
in four dimensions, we use the convention 𝜖 = 4 − 𝐷. In the above expression I kept the factors of
ℏ explicit, but from here on I will set ℏ equal to 1.

3. Bounce solution and action

In flat spacetime, the bounce field configuration enjoys a spherical 𝑂 (𝐷) symmetry [2]. The
Euclidean action is given by

𝑆 = Ω

∫ ∞

0
d𝜌 𝜌𝐷−1

(
1
2
¤𝜙2 +𝑉 −𝑉FV

)
, (3)

where Ω = 2𝜋𝐷/2/Γ(𝐷/2) is the surface element in 𝐷 dimensions, 𝜌2 = 𝑡2 + 𝑥2
𝑖

is the Euclidean
radius, and the dot denotes a derivative with respect to 𝜌. The false vacuum contribution is explicitly
subtracted in order to have a finite action. The equations of motion can be obtained by extremizing
the action:

¥𝜙 + 𝐷 − 1
𝜌

¤𝜙 =
d𝑉
d𝜙

. (4)
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The boundary conditions

¤𝜙(0) = ¤𝜙(∞) = 0 , 𝜙(0) = 𝜙𝑖𝑛 , 𝜙(∞) = 𝜙FV , (5)

ensure the finiteness of the solution. At this stage, the initial value for the field is arbitrary. We will
see that the thin-wall expansion forces it to be the true vacuum configuration.

3.1 Thin-wall expansion

We find it useful to switch to dimensionless variables, so we define the dimensionless field 𝜑

and Euclidean coordinate 𝑧

𝜑 =
𝜙

𝑣
, 𝑧 =

√
_𝑣𝜌 − 𝑟 , (6)

where the radius 𝑟 sets the size of the bubble wall. When switching to dimensionless variables,
we can factor out the dimensionful quantities in the action and obtain dimensionless equations of
motion

𝑆 =
Ω𝑣4−𝐷

_𝐷/2−1

∫ ∞

−𝑟
d𝑧 (𝑧 + 𝑟)𝐷−1

(
1
2
𝜑′2 + �̃� − �̃�FV

)
, (7)

𝜑′′ + 𝐷 − 1
𝑧 + 𝑟

𝜑′ =
d�̃�
d𝜑

, (8)

where the prime denotes a derivative with respect to 𝑧 and �̃� = 𝑉/(_𝑣4). We now expand the field
and radius in powers of Δ

𝜑 =
∑︁

𝜑𝑛Δ
𝑛 , 𝑟 =

1
Δ

∑︁
𝑟𝑛Δ

𝑛 . (9)

The expansion of the radius has an overall 1/Δ factor, because the radius becomes infinite in the
limit of degenerate minima, i.e., when Δ → 0.

The true and false vacuum configurations can be obtained as an expansion in Δ by requiring
the derivative of the potential to vanish

𝜑TV = −1 − Δ + 3
2
Δ2 − 4Δ3 + O(Δ4) , (10)

𝜑FV = 1 − Δ − 3
2
Δ2 − 4Δ3 + O(Δ4) . (11)

The bounce equation is now expanded in powers of Δ and solved order by order. Here I provide
only the results. More details about the calculation can be found in [4].

The first orders in Δ for the bounce are

𝜑0 = th
𝑧

2
, (12)

𝜑1 = −1 , (13)

𝜑2 =
3

4(𝐷 − 1)ch2(𝑧/2)
(
(2 − 𝐷 − 2 (4 + ch𝑧) ln(1 + 𝑒𝑧)) sh𝑧

− 𝑧 (𝐷 − 𝑒𝑧 (4 + sh𝑧)) + 3(Li2(−𝑒𝑧) − Li2(−𝑒−𝑧))
)
.

(14)

The asymptotic behaviour

𝜑0(𝑧 → ±∞) = ±1 , 𝜑1(𝑧 → ±∞) = −1 , 𝜑2(𝑧 → ±∞) = ∓3
2
, (15)
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is consistent with the bounce approaching the false vacuum configuration at 𝑧 → ∞ (i.e., 𝜌 → ∞),
and also shows that at 𝑧 → −∞ (i.e., 𝜌 → 0) the bounce reaches the true vacuum. It is built in our
construction that the bounce always interpolates between the false and the true vacuum. Pushing
the expansion to higher orders in Δ simply increases the accuracy of our approximation.

At this stage we have fixed the shape of the bounce, but not its position. We need to fix the
radius 𝑟 . This can be done order by order either by solving the bounce equation at order 𝑛 + 1 and
imposing the boundary conditions, or by extremizing the action at order 2𝑛

d𝑆2𝑛
d𝑟𝑛

= 0 . (16)

The first three radii are

𝑟0 =
𝐷 − 1

3
, 𝑟1 = 0 , 𝑟2 =

6𝜋2 − 40 + 𝐷 (26 − 4𝐷 − 3𝜋2)
3(𝐷 − 1) . (17)

We are now able to calculate the action. The leading order action is given by

𝑆0 =
Ω 𝑣4−𝐷

_𝐷/2−1Δ𝐷−1

(
𝐷 − 1

3

)𝐷−1 2
3𝐷

. (18)

This coincides with the one obtained in [2]. As expected, the action diverges in the thin-wall limit,
suppressing the decay rate when the two minima are almost degenerate. The linear contribution in
Δ vanishes, so the next-to-leading order is

𝑆 = 𝑆0

(
1 + Δ2

(
1 + 𝐷

(
25 − 8𝐷 − 3𝜋2)
2(𝐷 − 1)

))
. (19)

This new result gives a better approximation of the bounce action and also imposes an upper bound
onΔ, as theΔ2 term must be smaller than the leading order for the thin-wall expansion to be sensible.
The contributions to the full action can be split in kinetic T and potential V contributions. Once
this is done, it can be explicitly verified that Derrick’s theorem (𝐷 − 2) T = −𝐷V is satisfied order
by order in Δ. This is a further check for the validity of our calculation.

Explicitly, in 𝐷 = 3 the result is

𝑆 =
1
Δ2

25𝜋𝑣

34
√
_

(
1 −

(
9𝜋2

4
− 1

)
Δ2

)
, (20)

and in 𝐷 = 4

𝑆 =
1
Δ3

𝜋2

3_

(
1 −

(
2𝜋2 + 9

2

)
Δ2

)
. (21)

In figure 1 one can see the comparison between our analytic result and a numerical computation
obtained via FindBounce [5]. It is immediately clear that the inclusion of the Δ2 corrections
is crucial in obtaining a decent approximate result away from the strict thin-wall limit, towards a
situation where the false vacuum disappears and merges with the maximum of the barrier to become
an inflection point. In an upcoming work [6] we investigate this further by including higher order
corrections computed both analytically and semi-analytically.

5
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Figure 1: Comparison between the analytic result and the numerical result for the bounce action.

3.2 Renormalized action

As we are calculating a 1-loop quantity, we need to take care of the renormalization of the action
by introducing the relevant counterterms and performing the running of the couplings. We follow
the usual dimensional regularization procedure and explicitly treat the 𝐷 = 4 case by introducing
𝜖 = 4 − 𝐷.

We first consider the mexican hat potential with no linear term in Δ and then show that the
inclusion of such term does not modify the 1-loop structure of the theory, i.e., the counterterm for
Δ is zero and the parameter does not run. We define the counterterm potential, which will give the
counterterm action, as

𝑉ct =
𝛿𝑚2

2
𝜙2 + 𝛿_

4
𝜙4 . (22)

For simplicity of notation, we will write the 𝑛-th derivative of the potential as follows

𝑉 (𝑛) ≡ d𝑛𝑉
d𝜙𝑛

(⟨𝜙⟩) , (23)

where ⟨𝜙⟩ denotes the vacuum expectation value of 𝜙. We start by expanding the potential around
⟨𝜙⟩. Removing the divergence of the four-point function fixes the quartic counterterm to

𝛿_ =
𝑉 (4)2

32𝜋2𝜖
. (24)

The removal of the divergence in the three-point function is automatic if the three-vertex comes
from the expansion of the quartic term in the potential around the vacuum expectation value. The
removal of the divergence in the tadpole diagram fixes

𝛿𝑚2 =
𝑉 (4)

16𝜋2𝜖

(
𝑉 (2) − 1

2
𝑉 (4) ⟨𝜙⟩2

)
, (25)

and the cancellation of the divergence in the two-point function is automatic.

6
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The above considerations are valid for a generic potential. When we turn on the linear term in
Δ, the third and fourth derivative do not change, therefore the quartic counterterm stays the same.
The value of the vacuum expectation value ⟨𝜙⟩ depends on Δ, but the relations above hold for an
arbitrary ⟨𝜙⟩, therefore the introduction of the linear term does not modify our results, and the
counterterm for Δ is zero.

The explicit counterterms for our potential are

𝛿_ =
9_2

32𝜋2𝜖
, 𝛿𝑚2 = − 3_2𝑣2

32𝜋2𝜖
. (26)

The calculation of the 1-loop counterterm action can be explicitly performed in the thin-wall
approximation, analogously to the calculation of the bounce action. The result is

𝑆ct = Ω

∫ ∞

0
d𝜌 𝜌𝐷−1 (𝑉ct −𝑉ct FV) ≃ − 3

16Δ3𝜖
. (27)

The running of the quartic coupling can be easily computed by requiring that the bare coupling
does not depend on the renormalization scale `. We obtain the following beta function

𝛽_ =
9_2

16𝜋2 (28)

and

_(`) ≃ _0 +
9_2

0
16𝜋2 log

`

`0
, (29)

where _0 = _(`0) and the `0 scale is arbitrarily chosen to be
√︃
𝑉

(2)
FV .

We then plug in the running into the bounce action (19) and sum with the counterterm action
to obtain the exponent of the decay rate

𝑆𝑅 + 𝑆ct = 𝑆

(
1 − 9_0

16𝜋2

(
1
𝜖
+ log

`

`0

))
, (30)

where 𝑆 is the tree-level bounce action from (19). We explicitly see the 1/𝜖 pole and the log `

dependence that will be cancelled at 1-loop order by contributions coming from the prefactor. This
is a non-trivial sanity check of the validity of our calculation.

4. Fluctuations around the bounce

Together with the analytical calculation of the higher order contributions of the bounce action,
the most important result in our paper [4] is the analytical treatment of the ratio of determinants,
which encodes the contribution from the fluctuations around the bounce. The two results combined
give the fully analytical decay rate. In this section, I will briefly summarize the procedure which is
thoroughly explained in [4].

First of all, the spherical 𝑂 (𝐷) symmetry of the problem is exploited to perform an angular
separation of variables, followed by an expansion in multipoles 𝑙. The ratio of determinants then
becomes ���� det′ O

detOFV

����− 1
2
=

����� ∞∏
𝑙=0

det′ O𝑙

detO𝑙FV

�����−
1
2

, (31)

7
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with

O𝑙 = − d2

d𝜌2 − 𝐷 − 1
𝜌

d
d𝜌

+ 𝑙 (𝑙 + 𝐷 − 2)
𝜌2 +𝑉 (2) , (32)

O𝑙FV = − d2

d𝜌2 − 𝐷 − 1
𝜌

d
d𝜌

+ 𝑙 (𝑙 + 𝐷 − 2)
𝜌2 +𝑉 (2)

FV . (33)

The determinant of the operator is computed for fluctuations 𝜓 around the bounce 𝜙. One way to
compute the determinant would be to define a basis for𝜓 and multiply the eigenvalues of the operator
with fixed Dirichlet boundary conditions at 𝜌 = 0 and ∞. Instead, we use the Gel’fand-Yaglom
theorem [7], according to which

detO𝑙

detO𝑙FV
= lim

𝜌→∞
𝑅𝑙 (𝜌)𝑑𝑙 , (34)

where the degeneracy is given by [8, 9]

𝑑𝑙 =
(2𝑙 + 𝐷 − 2) (𝑙 + 𝐷 − 3)!

𝑙!(𝐷 − 2)! (35)

and
𝑅𝑙 ≡

𝜓𝑙

𝜓𝑙FV
. (36)

The functions in the definition of 𝑅𝑙 are solutions of

O𝑙 𝜓𝑙 = 0 , O𝑙FV 𝜓𝑙FV = 0 , (37)

with fixed boundary conditions at the origin 𝜓𝑙,𝑙FV(𝜌 ∼ 0) ∼ 𝜌𝑙.
The ratio 𝑅𝑙 satisfies the differential equation

¥𝑅𝑙 + 2
( ¤𝜓𝑙FV
𝜓𝑙FV

)
¤𝑅𝑙 =

(
𝑉 (2) −𝑉

(2)
FV

)
𝑅𝑙 , (38)

with boundary conditions 𝑅𝑙 (𝜌 = 0) = 1 , ¤𝑅𝑙 (𝜌 = 0) = 0. We have reduced the problem of
calculating a ratio of determinants to finding a solution to the differential equation for 𝜓𝑙FV,
plugging it into the differential equation for 𝑅𝑙, and solving it. We chose to analyze 𝑅𝑙 directly [10],
because it is bounded on the entire 𝜌 interval thanks to the fact that 𝑉 (2) − 𝑉

(2)
FV

𝜌→∞
−−−−→ 0, which is

not the case for 𝜓𝑙 and 𝜓𝑙FV, as they diverge exponentially when 𝜌 → ∞.
Already at this stage, before explicitly solving the differential equation for 𝑅𝑙, one can guess

the following behaviour

𝑅𝑙 (∞)


< 0, 𝑙 = 0 ,
= 0, 𝑙 = 1 ,
= 1, 𝑙 ≫ 1 .

(39)

The ratio for the zero multipole should be negative to reflect the instability of the problem. For
𝑙 = 1, we expect the ratio to be zero due to the symmetry of the problem: the bubble can nucleate
anywhere in the 𝐷-dimensional Euclidean spacetime, thus ensuring a translational symmetry. This
is also reflected in the degeneracy factor: if we plug in 𝑙 = 1, we obtain exactly 𝑑𝑙 = 𝐷.

8
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At very high multipoles, 𝑅𝑙 should go to 1. The reason is that the only difference between
𝜓𝑙 and 𝜓𝑙FV comes from the difference between O𝑙 and O𝑙FV in (32) and (33), i.e., the second
derivative of the potential evaluated on the bounce and on the false vacuum, respectively. In the
high-multipole regime, this term is subdominant with respect to the 𝑙-dependent term.

4.1 Low multipoles

It is useful to introduce a new quantity

a = 𝑙 − 1 + 𝐷

2
(40)

that describes the multipoles. The reason for this shift is that, upon rescaling 𝜓𝑙FV → 𝜌
𝐷−1

2 𝜓𝑙FV
and switching to dimensionless variables, the friction term disappears from the differential equation
of 𝜓𝑙FV

d𝜓2
𝑙FV

d𝑧2 =

(
a2 − 1

4
(𝑧 + 𝑟)2 + �̃� (2)

FV

)
𝜓𝑙FV , �̃�

(2)
FV =

1
2
(3𝜑2

FV − 1) = 1 − 3Δ − 3Δ2 . (41)

We expand up to order Δ2 and drop higher order terms. The reason is apparent by looking at the
differential equation

d𝜓2
𝑙FV

d𝑧2 =

(
1 − 3Δ − 3Δ2 + Δ2

(
a2 − 1

4

𝑟2
0

))
𝜓𝑙FV . (42)

There is no multipole dependence at lower orders of Δ. Conveniently, up to this order there is no 𝑧

dependence on the right hand side, so the solution can be easily found to be

𝜓𝑙FV(𝑧) ≃ 𝑐FV exp

[(
1 − 3

2
Δ +

(
a2 − 1

4

2𝑟2
0

− 21
8

)
Δ2

)
𝑧

]
. (43)

The false vacuum solution has the following form: 𝜓𝑙FV = 𝜓𝑙FV0𝜓
Δ
𝑙FV1𝜓

Δ2

𝑙FV2 . . .. This suggests to
perform an analogous multiplicative expansion for the ratio of determinants

𝑅𝑙 =
∏
𝑛≥0

𝑅Δ𝑛

𝑙𝑛 , log 𝑅𝑙 =
∑︁
𝑛≥0

log 𝑅𝑙𝑛Δ
𝑛 . (44)

This expansion is then inserted into the differential equation for 𝑅𝑙. I only show the final result here
(more details can be found in [4])

𝑅𝑙 (∞) = Δ2𝑒𝐷−1 3
4
(𝑙 − 1) (𝑙 + 𝐷 − 1)

(𝐷 − 1)2 . (45)

As expected, the dependence on the multipoles appears at orderΔ2. Moreover, it can be immediately
seen that this expression is negative for 𝑙 = 0 and vanishes for 𝑙 = 1, as anticipated in (39). For high
multipoles, the ratio does not go to 1 at infinity, which is the expected behaviour in that regime.
There is no need to worry: the above procedure is valid only for the low-multipole region. In
the differential equation for 𝜓𝑙FV, the multipole dependence enters via the Δ2a2 term, which was
counted as O(Δ2). However, this power counting only makes sense as long as a < 1/Δ, which is
not the case in the high-multipole regime.
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4.2 Zero removal

The zero-eigenvalue modes (𝑙 = 1) due to the translational invariance have to be removed from
the product over the multipoles of the ratio of determinants. This can be done perturbatively [11–14]
by off-setting the fluctuation operator by a small dimensionful parameter `2

𝜖 and solving(
O1 + `2

𝜖

)
𝜓 𝜖

1 = 0 . (46)

The ratio of determinants then does not vanish and is given by

𝑅𝜖
1 (∞) =

𝜓 𝜖
1 (∞)

𝜓FV
1 (∞)

≃
(
`2
𝜖 + 𝛾1

) ∏∞
𝑛=2 𝛾n∏∞

𝑛=1 𝛾
FV
n

= `2
𝜖 𝑅

′
1(∞) , (47)

where 𝛾 are the eigenvalues and n refers to the collective index over all the eigenvalues. The reduced
determinant is thus explicitly given by

𝑅′
1(∞) = lim

`2
𝜖→0

1
`2
𝜖

𝑅𝜖
1 (∞) . (48)

Notice that the mass dimension of 𝑅′
1 is reduced by 2 with respect to 𝑅𝑙. The details of the

calculation can be found in [4]. Here I report the final result for the reduced determinant

𝑅′
1(∞) = 𝑒𝐷−1

12
1
_𝑣2 (49)

and the prefactor ���� det′ O
detOFV

����− 1
2
=

(
|𝑅0 | 𝑅′𝐷

1

∞∏
𝑙=2

detO𝑙

detO𝑙FV

)− 1
2

. (50)

As expected, the removal of the zeroes gives the correct mass dimension to the decay rate.

4.3 High multipoles

The power counting to correctly treat the high-multipole region has to be Δ2a2 ∼ O(1). By
looking at the right hand side of (42), the new power counting causes the multipoles to appear
already at leading order, instead of order Δ2. The leading order solution is thus given by

𝜓aFV ≃ 𝑒𝑘a𝑧 , 𝑘2
a = 1 + Δ2a2

𝑟2
0

. (51)

We then move on to the leading order equation for the ratio 𝑅, whose solution at infinity can be
shown to be

𝑅a0(∞) = (𝑘a − 1) (2𝑘a − 1)
(𝑘a + 1) (2𝑘a + 1) . (52)

In [4] it was argued that this result alone is not complete: all orders in Δ𝑛 give some contribution
that feeds back into the leading order. Explicitly, this contribution amounts to

𝑈 = 3𝑟0

(
𝑘a −

√︃
𝑘2
a − 1

)
. (53)

10
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The full leading-order result is thus given by

log 𝑅a (∞) = log
(𝑘a − 1) (2𝑘a − 1)
(𝑘a + 1) (2𝑘a + 1) + 3𝑟0

(
𝑘a −

√︃
𝑘2
a − 1

)
. (54)

In contrast to the low-multipole result, where the first non-vanishing term appeared at order Δ2,
this is a leading order result in Δ. As we will see, this difference will be crucial in the explicit
computation of the sum over the multipoles: the large multipoles dominate, and at the leading order
they are fully accounted for by (54). As expected from (39), the determinant approaches 1 in the
high-multipole regime, where 𝑘a → ∞.

5. Computation of the renormalized sum

Now the task is to perform the sum over the multipoles, which diverges for a → ∞. The
degeneracy factor is

𝑑a =
2a

(
a + 𝐷

2 − 2
)
!

(𝐷 − 2)!
(
a − 𝐷

2 + 1
)
!
≃ 2a𝐷−2

(𝐷 − 2)! . (55)

The approximation applies to the high multipole regime, but is an exact equality in 𝐷 = 2, 3, 4.
Then we expand the high-multipole result for 𝑅a , for example up to O(a−3), to obtain the explicit
expression of the sum in this regime∑︁

a≫1
𝑑a log 𝑅a≫1 ∼ −3𝑟0(2 − 𝑟0)

(𝐷 − 2)!Δ
∑︁
a≫1

a𝐷−2
(
1
a
− 1
a3

( 𝑟0
2Δ

)2
)
. (56)

The number of divergent terms depends on the spacetime dimension 𝐷: in 𝐷 = 2, 3, only the first
term diverges and gives a logarithmic divergence in 𝐷 = 2 and a linear one in 𝐷 = 3, while in
𝐷 = 4 the first term gives a quadratic divergence and the second a logarithmic one. As we are
dealing with 1-loop quantities, divergences are to be expected and must be regularized, and in fact
they were already encountered in the renormalized bounce action. Of course the final result for the
decay rate, being a physical quantity, must be finite, and therefore the divergences must cancel out.
As anticipated, there should, and will, be an exact cancellation between the divergences coming
from the prefactor and those present in the exponent. To ensure this, calculations must be carried
on consistently, meaning that the renormalization scheme must be the same in the two calculations.
In order to implement the MS scheme, we use the Z-function regularization scheme developed in
[9], which was shown to be equivalent to MS.

The regularization of the UV-divergent sum is performed via asymptotic subtractions denoted
by 𝑅𝑎

a . We introduce the following notation:

Σ𝐷 =

∞∑︁
a=a0

𝜎𝐷 =

∞∑︁
a=a0

𝑑a
(
log 𝑅a − log 𝑅𝑎

a

)
, (57)

where the lower boundary is given by a0 = 𝐷/2 − 1. To explicitly perform the sum, we use
the Euler-Maclaurin (EuMac) approximation, which approximates the sum as an integral plus

11
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corrections from the boundaries:

Σ𝐷 ≃ Σ

∫
𝐷
+ Σbnd

𝐷 + 𝑅𝑝 , (58)

Σ

∫
𝐷
=

∫ ∞

a0

da 𝜎𝐷 , (59)

Σbnd
𝐷 =

1
2
𝜎𝐷 (a0) −

⌊ 𝑝

2 ⌋∑︁
𝑗=1

𝐵2 𝑗

(2 𝑗)!𝜎
(2 𝑗−1)
𝐷

(a0) , (60)

where 𝜎 ( 𝑗 )
𝐷

stands for the 𝑗-th derivative of the summand. 𝐵2 𝑗 are the Bernoulli numbers and 𝑅𝑝 is
the 𝑝-dependent remainder, which is the desired order of approximation. In principle there would
be contributions from the upper boundary as well, but these vanish because the subtraction of the
asymptotic part guarantees that the sum is finite. In the following, I present the details of the explicit
calculation for 𝐷 = 3 and 𝐷 = 4.

5.1 Renormalized sum in 𝐷 = 3

In 𝐷 = 3 only the first term in the sum diverges, therefore a single subtraction is sufficient, and
the sum is given by [9, 15]

log
(

detO
detOFV

)
=

∑︁
a

𝑑a

(
log 𝑅a −

1
2a

𝐼1

)
, (61)

where 𝑑a = 2a and

𝐼1 =

∫ ∞

0
d𝜌 𝜌

(
𝑉 (2) −𝑉

(2)
FV

)
≃ −3 (2 − 𝑟0)

(𝑟0
Δ

)
= − 8

3Δ
. (62)

The last equality is valid only for 𝐷 = 3. To explicitly clarify the Δ dependence, it is useful to
introduce 𝑦 = Δa/𝑟0, which behaves as O(Δ0) in the high-multipole regime. In terms of this
new variable, the asymptotic subtraction is given by log 𝑅𝑎

a = −2/𝑦 and the integral in the EuMac
approximation is

Σ

∫
3 ≃ 2

(𝑟0
Δ

)2 ∫ ∞

𝑦0

d𝑦 𝑦
(
log 𝑅a +

2
𝑦

)
=

1
Δ2

20 + 9 ln 3
27

. (63)

This result does not depend on the precise value of the lower boundary of integration, which
can then be extended to zero. In the integral we used the high-multipole result for log 𝑅a . The
contribution from low-multipoles is subdominant, suppressed by Δ2, and we are only interested in
the leading-order terms in this section.

The remaining terms depend on 𝜎3(a0), where we consider a ∼ O(1) and expand in small
Δ. The leading term comes from the asymptotic part and goes as 𝜎3 ≃ 8/(3Δ) + O(Δ0), which is
also suppressed. The a-derivatives are suppressed even stronger, therefore the Bernoulli terms are
irrelevant.

The final result for the renormalized determinant in 𝐷 = 3 is thus

log
(

detO
detOFV

)
=

1
Δ2

20 + 9 ln 3
27

. (64)

As we are working in the MS scheme, there are no counter-terms and no running in 𝐷 = 3.
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5.2 Renormalized sum in 𝐷 = 4

In 𝐷 = 4 we need two subtractions [9, 15] to regularize the sum

log
(

detO
detOFV

)
=

∑︁
a

𝑑a

(
log 𝑅a −

1
2a

𝐼1 +
1

8a3 𝐼2

)
− 1

8
𝐼2 , (65)

where 𝑑a = a2. The 𝐼1 integral has the same form as 𝐷 = 3 but evaluates to −3/Δ in 𝐷 = 4, while
𝐼2 and 𝐼2 are given by

𝐼2 =

∫ ∞

0
d𝜌 𝜌3

(
𝑉 (2)2 −𝑉

(2)2
FV

)
≃ −3 (2 − 𝑟0)

(𝑟0
Δ

)3
= − 3

Δ3 , (66)

𝐼2 =

∫ ∞

0
d𝜌 𝜌3

(
𝑉 (2)2 −𝑉

(2)2
FV

) (
1
𝜖
+ 𝛾𝐸 + 1 + log

( `𝜌
2

))
≃ 𝐼2

(
1
𝜖
+ 𝛾𝐸 + 5

4
+ log

(
`𝑟0

2
√
_𝑣Δ

))
,

(67)

where the equalities are valid for 𝐷 = 4. The asymptotic subtraction from 𝐼1 removes the quadratic
divergence, while the one from 𝐼2 removes the logarithmic divergence. The renormalized contribu-
tion 𝐼2 is outside the sum and explicitly contains the 1/𝜖 pole and depends on the renormalization
scale `. As I will explicitly show, these are exactly cancelled in the final result for the decay rate.

We again introduce the 𝑦 variable and start by calculating the integral contribution in the
EuMac approximation

Σ

∫
4 ≃ 1

Δ3

∫ ∞

𝑦0

d𝑦 𝑦2
(
log 𝑅a +

3
2𝑦

− 3
8𝑦3

)
=

3
8Δ3

(
9 − 4

√
3𝜋

36
+ log 2𝑦0

)
. (68)

As in 𝐷 = 3, the main contribution comes from high multipoles where Δa ∼ 1, with the low
multipole contribution being Δ-suppressed. However, there is an explicit dependence on the lower
boundary of integration, 𝑦0 = Δa0/𝑟0, which comes from the asymptotic subtraction that behaves as
1/𝑦3 and integrates to log 𝑦0, and is in the low-multipoles region. I will show how this contribution
disappears in the final result.

In the corrections coming from the boundary terms, the summands 𝜎𝐷 are expanded in small
Δ, with a0 ∼ 1. The leading order part comes from the asymptotic subtraction that behaves as 1/𝑦3,
for which

𝜎
( 𝑗 )
4 (a0) =

3(−) 𝑗+1 𝑗!
8Δ3a

𝑗+1
0

. (69)

Since a0 ∼ 1, when this is plugged into the sum of the boundary contribution, this diverges and the
Bernoulli terms grow large.

To resolve this issue, we can introduce a splitting point a1, such that O(1) = a0 ≪ a1 < 1/Δ
and the sum is split

Σ𝐷 = Σlow
𝐷 + Σ

high
𝐷

=

a1∑︁
a=a0

𝜎𝐷 +
∞∑︁

a=a1+1
𝜎𝐷 . (70)

The evaluation of the high part sum can be done as above for the integral part, while the boundary
contribution is now suppressed thanks to a1 ≫ 1, and the result is

Σ
high
4 =

3
8Δ3

(
9 − 4

√
3𝜋

36
+ log 2𝑦1

)
. (71)
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The low part of the sum can be explicitly evaluated: up to a1 < 1/Δ the leading piece in the
summand comes from the 1/𝑦3 term in log 𝑅𝑎

a , and Σlow
4 is given by the Harmonic number 𝐻a1 ,

which can be expanded for a1 ≫ 1

Σlow
4 = − 3

8Δ3

a1∑︁
a=1

1
a
= − 3

8Δ3 𝐻a1 ≃ − 3
8Δ3 (log a1 + 𝛾𝐸) . (72)

The low-multiple contribution to the sum is againΔ2-suppressed. The final result for the regularized
sum in 𝐷 = 4 is then

Σ4 =
3

8Δ3

(
9 − 4

√
3𝜋

36
− 𝛾𝐸 + log 2Δ

)
, (73)

which does not depend on the arbitrary splitting point a1, and the renormalized determinant is

log
(

detO
detOFV

)
= Σ4 −

1
8
𝐼2 =

3
8Δ3

(
1
𝜖
+ log

(
`

√
_𝑣

)
+ 3

2
− 𝜋

3
√

3

)
. (74)

We can now explicitly check the cancellation of the 1/𝜖 pole and the log ` dependence in the
decay rate

log
Γ

V ∋ −𝑆𝑅 − 𝑆ct −
1
2

(
Σ4 −

𝐼2
8

)
. (75)

The renormalized determinant contribution is multiplied by −1/2 to account for the square
root of the prefactor, so it amounts to

− 3
16Δ3𝜖

, − 3
16Δ3 log ` . (76)

The 1/𝜖 term in the action comes from the counterterm action (27), while the log ` comes from the
running of _ (29) which enters into the renormalized action (21), giving exactly

+ 3
16Δ3𝜖

, + 3
16Δ3 log ` . (77)

6. Conclusion

I present here the final explicit results for the decay rate1

Γ

V ≃
((

𝑆

2𝜋

)
12

𝑒𝐷−1_𝑣
2
)𝐷/2

exp

[
−𝑆 − 1

Δ𝐷−1

{
20+9 ln 3

54 , 𝐷 = 3 ,
54−4𝜋

√
3

192 , 𝐷 = 4 ,

]
(78)

with the Euclidean bounce action given by

𝑆 =
1

Δ𝐷−1


25𝜋𝑣
34
√
_

(
1 −

(
9𝜋2

4 − 1
)
Δ2

)
, 𝐷 = 3 ,

𝜋2

3_

(
1 −

(
2𝜋2 + 9

2

)
Δ2

)
, 𝐷 = 4 .

(79)

1Note that the result in 𝐷 = 4 is slightly different with respect to the one presented during the talk at the Workshop,
i.e., the contribution from the functional determinant here contains a 54 instead of a 45. As highlighted in the
acknowledgements of [4], there was an error in our calculation, which was pointed out to us after the Workshop.
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As expected, the rate goes to zero both when _ → 0 (the potential vanishes), and when Δ → 0 (the
vacua are degenerate). Depending on the relative size of the couplings, the Δ2 correction of the
bounce action and the 1-loop contribution from the functional determinant may be of comparable
size and thus should both be included.

In this work I have summarized the results obtained in [4]. We studied the false vacuum
decay process for a theory consisting of a self-interacting real scalar field with almost degenerate
minima. We exploited the thin-wall expansion to obtain an analytical result for the bounce and for
the bounce action up to next-to-leading order in the thin-wall parameter, and performed a 1-loop
renormalization of the theory. The prefactor encoding the contribution from fluctuations around
the bounce was treated using the Gel’fand-Yaglom theorem and exploiting the 𝑂 (𝐷) symmetry
of the problem to perform an expansion in multipoles. In the low-multipole region we performed
the zero removal, which gives the correct physical dimension to the decay rate. At last, the sum
over multipoles must be regularized in a consistent way, to ensure cancellation of divergences and
unphysical dependencies with the corresponding terms in the renormalized action.

As mentioned, the immediate next step is pushing the thin-wall expansion to higher orders
and check whether the series converges, and if so, if it approximates the numerical result better
and better. This is studied in a work to appear [6]. Further generalizations of the methodology
developed in [4] and summarized in the present work can explore different directions, such as a
further analytical analysis and a numerical evaluation of the prefactor, and the inclusion of different
fluctuations that couple to the decaying scalar field. These are examples of research directions
towards a framework for evaluating the false vacuum decay rate at 1-loop for generic potentials,
possibly with the help of a semi-analytical polygonal bounce setup [16], which is already suited for
multi-decaying-fields situations as well.
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