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1. Introduction

1.1 These lecture notes

These notes are an (only slightly) extended version of four 75-minute lectures I gave at the TASI

2022 summer school. They cover aspects of early Universe physics, focused in particular on thermal

phase transitions, their connection to models of baryogenesis, and their potential gravitational wave

phenomenology. Clearly, each of these topics is deserving of its own lecture course, over a term

or over several terms. As such these notes should only be considered a fleeting introduction to the

topics in question. I have added many suggestions for further reading throughout the text.

The topics discussed in these notes are areas of high research activity. In this lecture series, I

have prioritised developing an intuitive picture of the dynamics in the early Universe over doing full

justice to the latest technical developments. Any reader interested in pursuing research at the cutting

edge is recommended to consult additional educational texts and research papers. I would like to

highlight two areas in particular in which these notes omit comprehensive detail. Firstly, these

notes give a very brief introduction to thermal field theory, focusing mainly on the 4-D one-loop

imaginary time formalism. While a helpful starting point, it is known that this formalism of finite

temperature field theory is plagued by large theoretical uncertainty [1]. Though the formalism

is most well-known and used, these flaws cannot be ignored in phenomenological calculations.

Dimensional reduction [2] can be applied to thermal field theory and allows for more accurate

calculations in most cases. I have included a short description of the spirit of such calculations,

but do not attempt to give a complete description of the ongoing research in this area. Pedagogical

texts on this topic (including worked examples as well as code packages) exist in the literature, and

I have provided examples in the references.

Moreover, I have not provided a detailed overview on the dynamics of the primordial plasma

after bubble nucleation, including the calculation of the bubble wall speed and the full computation

of the baryon asymmetry generated across the bubble wall. These notes focus instead on general

aspects of baryogenesis and broad classes of models in the literature. The reader is encouraged to

consult the many research papers and excellent topical reviews cited in the section. A thorough

overview of the current status of the technical challenges of these calculations was provided recently

in [3].

I hope these lecture notes serve as a valuable first introduction to the captivating subjects of

phase transitions and baryogenesis, as well as the ongoing exciting research endeavors dedicated

to exploring them. This work connects to fundamental open problems in physics today, and has

phenomenological prospects for the near future. The advent of gravitational wave astronomy has

delivered a resurgence of interest in these topics. As we will see, there are still plenty of important

research questions to answer before potential signals can be reliably understood in terms of early

Universe physics.

1.2 What do (we think) we know about the early Universe?

Before we dive into the specialised topics of baryogenesis, cosmological phase transitions, and

their (gravitational wave) phenomenology, let us first pause and consider the things we think we

already know about the early Universe. Assuming the Universe was radiation dominated for most

3
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such that time and temperature can be straightforwardly related. Then, we might draw an approxi-

mate timeline of the early Universe, assuming the SM degrees of freedom (note that this assumes

radiation domination, and therefore stops being accurate at matter-radiation equality):

The first event most cosmologists (though not all!) will place on the cosmic timeline is that

of cosmic inflation, the exponential expansion of space which provides the initial conditions for

structure formation (as well as resolving a number of problems with the Big Bang model it replaced).

Unfortunately, neither the theory nor any observations to date pinpoint a scale for cosmic inflation,

and in principle it could have taken place at temperatures anywhere between a couple of orders of

magnitude below the Planck scale "? = 1.2 × 1019 GeV and Big Bang Nucleosynthesis (BBN),

occuring at O(1) MeV, the very end of our early Universe timeline.

After inflation, the particle(s) responsible for the process decay to other particles, including

those of the Standard Model (SM). If the resulting energetic plasma has a high enough temperature,

quantum chromodynamics (QCD) is not confined and quarks and gluons were free. In the SM,

this confinement happens at around 1 GeV in a phase transition associated with the breaking of the

(global) chiral symmetry in the quark sector. This is preceded by the breaking of the electroweak

gauge symmetry of the SM, which happens when the Higgs boson obtained its vacuum expectation

value (VEV) at around 100 GeV. The latter process gave mass to the fundamental particles, the

former accounts for most of the mass of the composite particles.

During BBN, light elements are formed from the hadrons: hydrogen and helium, deuterium,

helium-3, helium-4, and lithium-7. The primordial plasma is still ionized until recombination, many

decades later. Then, the electrons bind up into nuclei, and the plasma finally becomes transparent

to photons. These first photons constitute the Cosmic Microwave Background (CMB). Note that

the conversion timeline above breaks down before this time, as matter-radiation equality happened

before recombination.
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Several important events cannot yet be placed on the cosmic timeline. The thermal evolution

(including a possible mass mechanism) of the sector containing dark matter is an example. Even

the cosmic history of luminous matter cannot be completely determined without answering what

biased it over antimatter in the early Universe. Part of the problem is that our earliest experimental

information comes from the CMB. We simply cannot look back any further with photons, because

before recombination the plasma was opaque to photons. Photons released in any big event in the

early Universe are therefore reabsorbed, and with them the precious secrets they hold.

The same is not true for gravitons. Gravitational radiation couples much more weakly then

photons, and a “loud” source of such radiation in the early Universe can in principle be detected by

experiments today. Some of the missing events in our cosmic origins story have been connected

to such sources. Therefore, a detection of primordial gravitational waves would revolutionise our

understanding of the Universe.

In these lecture notes, we will delve into the theory of thermal phase transitions, to explore

possible answers to these questions. We will also study their phenomenology, with a particular eye

to upcoming gravitational wave experiments. Other sources of gravitational waves from the early

Universe have been suggested, including inflation and (pre-)heating, scalar field fragmentation,

and cosmic defects. All of these topics are growing areas of research, and characterising the

phenomenology is a major task ahead of the first generation of space-based interferometers.

As we focus on thermal phase transitions here, we will start with a very brief introduction

to the basics of thermal field theory. Then we will study tunnelling and the dynamics of bubble

nucleation. We will finish by studying gravitational waves, with some general aspects as well as the

spectra of phase transitions in particular.

2. Field theory at finite temperature

To start with, we need to learn more about quantum field theory at nonzero temperature. Some

of our intuition about zero-temperature field theory is applicable to finite temperature, but there

are some important differences to consider. Our most important object of interest is the scalar

potential, which gets thermal corrections from all particles which couple to it. Because we are

mostly interested in equilibrium quantities, we will primarily use the imaginary time formalism. At

the end, we will address different techniques to deal with quantum corrections.

The overview in this section is largely based on the textbook [4] and the lecture notes [5, 6].

Since this is a brief overview only, if you are interested in learning more about finite temperature

field theory you are encouraged to consider these works (or others such as [7, 8]), as well as the

research articles cited in the text.

2.1 Imaginary time formalism

2.1.1 The partition function

The object we will be basing our thermal field theory on is the grand canonical partition

function,

Z() ) ≡ Tr[4−V (�̂−`#̂ )] , where V ≡ 1

)
, (2)

5
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where �̂ is the Hamiltonian operator of the theory, ` is the chemical potential, #̂ is the particle

number, the trace is taken over the full Hilbert space, and where we use units :� = 1 (we will

generally use particle physics units in these lecture notes, unless otherwise indicated). In the

following we will ignore the role of the chemical potential, usually a good approximation in early

Universe physics. One way in which you can see this is that chemical potentials correspond to

conserved particle numbers. In the early Universe, even when baryon number is conserved (after

electroweak symmetry breaking at ) ∼ 100 GeV), `�/) ≪ 1.

The grand canonical partition function ensures that the trace of the density matrix d =

4−V (�̂−`#̂ )/Z equals one, as it must. It can be used to determine all the thermodynamic properties

of our early Universe system. Z() ) can be written in various ways: as a transition amplitude,

which can in turn be expressed as a path integral, i.e.

Z() ) =
∑
0

∫
3q0 〈q0 |4−V�̂ |q0〉

=

∫
q (0,x)=q (V,x)

Dq exp (−(� ) ; with

(� =

∫ V

0
3g

∫
+

L�

(3)

where the subscript � denotes Euclidean signature. Sometimes powers of ℏ are kept explicit in this

expression, but in these notes we will generally use ℏ = 1. The finite temperature object (3) can

be obtained from the usual partition functions by the following steps: carrying out a Wick rotation

C → 8g, restricting g to the interval {0, V}, and requiring periodicity of the fields: q(0, x) = q(V, x).1
The periodicity is required by the Kubo-Martin-Schwinger (KMS) relation [11, 12]. It follows from

the trace operation in (2), which has a cyclic property, such that q0 (x) = q(0, x) = q(V, x), and the

fact that two functions of the Hamiltonian operator commute.

A direct consequence of this periodicity is that there is a discrete set of Fourier modes of the

theory, called the Matsubara modes [13]. A scalar field can for example be expanded as:

q(G) = )
∑
l=

∫
k

48: ·Gq(:) = )
∑
l=

∫
k

48 (l: g−k ·x)q(:)

l= = 2=c)

(4)

where : = (l=, k). It is easy to show that this satisfies the periodic boundary condition in (3). You

may note that there is another choice of Matsubara modes which satisfies the periodic boundary

conditions, though in this case they are anti-periodic (k (0, x) = −k (V, x)). This choice corresponds

to fermionic fields, for which the Matsubara frequencies are odd: l= = (2= + 1)c) . Gauge bosons

have even Matsubara frequencies, like scalars.

Let us first proceed with a real, free scalar field, with Lagrangian

L� =
1

2
m`qm`q + 1

2
<2q2 (5)

1Note that the results in this section can be obtained in the real time formalism [9, 10] as well, but we will focus on

the imaginary time formalism here as it gives some neat insights.
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The field q has expansion (4). In principle, = is an integer which can take both positive and negative

values, but because

q(l=, k)∗ = q(−l=,−k) (6)

which is necessary such that q(G) is real, only the non-negative integers end up being important in

this particular case. This also implies of course that the zero mode has to be real.

Then we can write the partition function in terms of the mode expansion,2

Z() ) =
∫

Dq exp

(
−)

∑
l=

∫
k

1

2

(
k2 + l2

= + <2
)
|q(:) |2

)
(7)

which (almost) looks like a type of integral we know how to compute: a Gaussian integral.

Remember, Gaussian integrals are integrals of the form

∫ ∞

−∞
4−0G

2/2+� G 3G =

√
2c

0
4�

2/20

or, for multi-dimensional integrals (of which functional integrals are a special case),

∫ ∞

−∞
4−x†�x/2+J† ·x 3x =

√
(2c)=
det �

4J†�−1J/2

see standard textbooks.

Our expression (7) is a Gaussian integral except for the integration over k in the exponent.

It turns out that it is easier to compute this expression at discrete volume + , and then take the

continuum limit at the end. This momentum is discrete: :8 = 2c=8/!8 where 8 runs over the spatial

dimensions, and integrals become products or sums.

We also need to change variables in the integration measure Dq(G) to use our Matsubara mode

expansion. This change of variables is captured in a Jacobian. We have,

Dq(G) =
����det

Xq(G)
Xq(:)

����︸       ︷︷       ︸
Jacobian

zero mode︷    ︸︸    ︷
3q(0, :)

∏
=≥1

3q(l=, :)

︸           ︷︷           ︸
non-zero modes

(8)

2This stems from the fact that the quadratic form is

∫ V

0
dg

∫
x
q1 (g, x) q2 (g, x) = )

∫ V

0
dg

∫
x

∑
l=

∑
l<

∫
k

∫
p
q1 (l<, p) q2 (l=, k)48 (k+p) ·x

= )
∑
l=

∑
l<

∫
k

∫
p
q1 (l<, p) q2 (l=, k)X<,−=X(k − p)

= )
∑
l=

∫
k
q1 (−l=,−k) q2 (l=, k)

in combination with (6). This also gives the sign of the k2 + l2
= terms.
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such that our expression becomes, writing l2 ≡ k2 + <2 (suppressing a possible subscript : for

convenience, but we should remember that l depends on k)

Z() ) =
∫

Dq exp

(
−1

2
)

∑
l=

1

+

∑
k

(
l2 + l2

=

)
|q(l=, k) |2

)

=

∫
Dq

∏
k

exp

(
− )

2+

∞∑
==−∞

(
l2 + l2

=

)
|q(l=, k) |2

)

=

∫
Dq

∏
k

exp

(
−)l

2

2+
|q(0, k) |2 − )

+

∞∑
==1

(
l2 + l2

=

)
|q(l=, k) |2

)

=

∏
k

����det
Xq(G)
Xq(:)

����
∫

3q(0, k)
∏
=≥1

3q(l=, k) exp

(
−)l

2

2+
|q(0, k) |2 − )

+

∞∑
==1

(
l2 + l2

=

)
|q(l=, k) |2

)

=

∏
k

����det
Xq(G)
Xq(:)

����
√

2c+

)l2︸  ︷︷  ︸
zero mode

×
∏
=≥1

c+

)
(
l2 + l2

=

)
︸               ︷︷               ︸

nonzero modes

(9)

where we carried out the Gaussian integral in the last line.

Now the determinant term can be found by matching the two computations: the computation

using Matsubara modes q(:) and the one using the “full theory” with q(G). I will not do this

computation here, but simply quote the result (see e.g. [6] for more details)

����det
Xq(G)
Xq(:)

���� = )

2c

√
2c)

+

∞∏
==1

)l2
=

c+
(10)

such that we have

Z() ) =
∏

k

)

2c

√
2c)

+

√
2c+

)l2

∏
=≥1

l2
=

l2 + l2
=

=

∏
k

)

l

∏
=≥1

l2
=

l2 + l2
=

=

∏
k

)

∞∏
==−∞

(l2
= + l2)− 1

2

∞∏
=′=−∞

(l2
=)

1
2

= exp

{∑
k

[
log) − 1

2

∑
=

log(l2
= + l2) +

∑
=′

logl=

]}
(11)

where =′ implies that the zero mode has been omitted from the sum.
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Alternatively, we can also write the products like expressions we know:

∞∏
==1

l2
=

l2
= + l2

=
1∏∞

==1

[
1 + (l/2c) )2

=2

]
=

l/2)
sinh (l/2) )

=
l/)

4l/2) − 4−l/2)

=
l

)

4−l/2)

1 − 4−l/)

=
l

)
exp

{
− 1

)

[
l

2
+ ) ln

(
1 − 4−l/)

)]}

(12)

using the identity
sinh cG

cG
=

∞∏
==1

[
1 + G2

=2

]
=
4cG − 4−cG

2cG
.

Now we are finally ready to take the infinite volume limit:

1

+

∑
k

→
∫

33:

(2c)3

to obtain, using (11),

Z() ) = exp

{
+

∫
33:

(2c)3

[
log) − 1

2

∑
=

log(l2
= + l2) +

∑
=′

logl=

]}
. (13)

Alternatively, using (12),

Z() ) =
∏

k

)

l

∏
=≥1

l2
=

l2 + l2
=

=

∏
k

exp

[
− 1

)

(l
2
+ ) ln

(
1 − 4−l/)

))]

= exp

[
−+
)

∫
33:

(2c)3

(l
2
+ ) ln

(
1 − 4−l/)

))]
(14)

where the last expression is again in the infinite volume limit.3

2.1.2 Scalar field potential

From the partition function one can derive the following quantities

3Note that the derivative of the argument of the exponential is proportional to the Bose-Einstein distribution function

=B (l) =
1

4l/) − 1
(15)

since 3 ln (1 − 4−G) /3G = (4G − 1)−1 . As we will see, this implies that the Bose-Einstein distribution function appears

in the average energy and the entropy.

9
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• The free energy

� = −) lnZ; (16)

• The average (internal) energy

� =
1

ZTr[�̂4−V�̂ ] (17)

where �̂ is again the Hamiltonian operator;

• The entropy

( = −m�

m)
= lnZ + 1

)ZTr[�̂4−V�̂ ] = −�

)
+ �

)
. (18)

We are especially interested in the free energy density, since we want to know how finite temperature

affects our scalar field potential. The free energy density for our scalar field is given by (using (14))

lim
+→∞

�

+
=

∫
33:

(2c)3

(l
2
+ ) ln

(
1 − 4−l/)

))

=

∫
33:

(2c)3

(√
<2 + k2

2
+ ) ln

(
1 − 4−

√
<2+k2/)

))

≡ �0 (<) + �̃� (<,) )

(19)

It is immediately obvious that the first term in this integral is UV-divergent. However, it is also

independent of temperature, and therefore not our main concern here. The second term is given by4

�̃� (<,) ) = )

∫
33:

(2c)3
ln

(
1 − 4−

√
<2+k2/)

)

=
)

2c2

∫
3 |k| k2 ln

(
1 − 4−

√
<2+k2/)

)

=
)4

2c2

∫
3G G2 ln

(
1 − 4−

√
(</) )2+G2

)
(20)

This term is not by itself illuminating, but we can get some more insight by doing high and low

temperature expansions. For example, in the high-temperature case < ≪ ) ,5

�̃� (<,) ) = )4

2c2

(
−c4

45
+ c2<2

12)2
− c |< |3

6)3
− <4

32)4

[
ln

(
4W�

16c2

<2

)2

)
− 3

2

]
+ O

(
<6

)6

))
. (21)

where W� ≈ 0.5772 is the Euler-Mascheroni constant. Note that this high-temperature expansion is

not a proper Taylor expansion, because the logarithm has a branch cut nearby </) = 0, so strictly

mathematically speaking the expansion around this point has zero radius of convergence (hence

also the absolute value around the cubic term; it should be interpreted as |< | =
√
<2). Nevertheless,

it helps us build some physical intuition. 6

4Usually �8 are defined without the factor )4/2c2 , such that �̃8 = )4/2c2�8 .
5In practise, this expansion is numerically reasonably accurate to about </) = 2 at quartic order.
6For a derivation of this expansion, see Ref. [6] or [14]. The upshot is that the cubic term comes from the Matsubara

zero mode.
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We looked at a scalar field, but actually all bosonic fields contribute to the free energy density

through a function like (20). For fermions, the derivation is a little different. The difference comes

from the fermionic Matsubara frequencies; these are odd in =: l= = (2=+1)c) . We will not repeat

this calculation, but simply quote the result(
lim
+→∞

�

+

)
fermions

=

∫
33:

(2c)3

(l
2
+ ) ln

(
1 + 4−l/)

))

=

∫
33:

(2c)3

(√
<2 + k2

2
+ ) ln

(
1 + 4−

√
<2+k2/)

))

≡ �0 (<) + �� (<,) )

(22)

where we have a temperature-independent vacuum energy again, and a temperature-dependent

fermionic contribution (note that the derivative of the log gives the Fermi-Dirac distribution =F (l) =
(4l/) + 1)−1). The high-temperature expansion of this result is given by

�̃� =
)4

2c2

(
−7c4

360
+ c2<2

24)2
− <4

32)4

[
ln

(
4W�

c2

<2

)2

)
− 3

2

]
+ O

(
<6

)6

))
. (23)

2.1.3 Loop expansion

At this point you might wonder how we can use our result (20) in practice. We are interested

in deriving contributions to a scalar field potential, but (20) looks field-independent. The crux

is that we have been considering a free theory, whereas field-dependent contributions arise in an

interacting theory. In an interacting theory, carrying out the functional integral – as we did in (9) –

would not have lead to a closed-form expression. However, for small couplings, we can still find an

expression for the effective potential in perturbation theory.

The calculation of the 1-loop effective potential using a path integral can be done in the

following way, first introduced by [15],

+
1−loop
eff (q̄) = −1

2
8

∫
34?

(2c)4
ln

(
8D−1 (q̄; ?)
8D−1 (0; ?)

)
(24)

where D−1 is the inverse tree-level propagator obtained from a free field Lagrangian. In particular,

D−1 (q̄; ?) comes from the shift q → q̄ + i (where q̄ is a constant field), which leads to an effective

mass for i in the Lagrangian7

<2
eff (q̄) ≡

m2+ (q)
mq2

����
q=q̄

(25)

such that

+
1−loop
eff (q̄) = −1

2
8

∫
34?

(2c)4
ln

(
?2 − <2(q)
?2 − <2

)
. (26)

You can check that this expression is equivalent to the Coleman-Weinberg potential derived in an

interacting scalar theory. This is a result originally derived in zero-temperature field theory, but

nothing stops us from applying it to our finite temperature formalism.

7Note that in a gauge theory, this requires fixing a gauge.
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In fact, if we had actually calculated the one loop diagrams with the Feynman rules for the

imaginary time formalism:

Boson propagator :
8

?2 − <2
; ?`

=
[
2=8cV−1, p

]
Fermion propagator :

8

W · ? − <
; ?`

=
[
(2= + 1)8cV−1, p

]

Loop integral :
8

V

∞∑
==−∞

∫
33?

(2c)3

Vertex function : −8V(2c)3X∑
l8
X (3)

(∑
8

p8

)
(27)

that would have yielded the same result as (20) with a shifted mass. For example, if we consider

a scalar field theory, with +tree = <2q2/2 + _q4/4!, then the sum of all 1-loop diagrams gives the

1-loop potential

+) ≠0,1−loop (q) = −)
∞∑
==1

∑
<

∫
33?

(2c)3

(−1)=
2=

[
_q2/2

p2 + l2
< + <2

]=

=
)

2

∑
<

∫
33?

(2c)3
ln

[
1 + _q2/2

p2 + l2
< + <2

]

=
)

2

∑
<

∫
33?

(2c)3
ln

[
p2 + l2

< + <2
eff (q)

p2 + l2
< + <2

]

=
)

2

∑
<

∫
33?

(2c)3
ln

[
p2 + l2

< + <2
eff (q)

]
− ln

[
p2 + l2

< + <2
]

(28)

where = counts the number of vertices, < labels the Matsubara index, and <eff is defined as in (25).

The last term in (28) is field-independent, and the first term can be compared to the field-dependent

part of e.g. (13) with l2 = k2 + <2
eff (q).

All of this means that while the first term in (21) is field-independent, and therefore not of

interest to us, the second term becomes field-dependent through the effective mass. For example, if

my potential is + (q) = `2q2/2 + _q4/4!, then <2
eff (q) = `2 + _q2/2.

Now we understand how to interpret our thermal functions in perturbation theory, I would like

to draw your attention to the appearance of the cubic term with the opposite sign in (21). If our

potential is indeed + (q) = `2q2/2 +_q4/4!, you can see that for the right values of the parameters,

a temperature-dependent quartic generates an extra minimum at q ≠ 0, separated by a potential

barrier:

+ (q)) ≠0 ∼
<2

) ≠0

2
q2 − _3

3
q3 + _) ≠0

4
q4 + O

(
q6

)2

)
(29)

where _3 ∝ ) . This scalar potential can have two distinct minima. You can obviously work out

for what coefficients there are two minima by extremising this function. If we do this, we find that

there are three distinct solutions for _2
3 > 4<2

)≠0_) ≠0.

Notice how there is no effective cubic term in this expansion for the fermionic thermal function.

This will be important when we discuss first order phase transitions, because the effective cubic

12
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interaction from boson loops can give rise to a potential barrier, whereas no equivalent thing can

be said for fermion loops.

2.2 IR-divergences and non-perturbativity at high temperatures

Since we rely on perturbation theory to construct our thermal scalar potential, a few remarks

about perturbativity at high temperatures should be made. To keep track of the perturbative

expansion in a theory with a number of couplings, a common approach is to assume a power

counting relation between those couplings. For the Standard Model, one might adopt, [16]

6′2 ∼ 62
. ∼ _ ∼62, (30)

where 6 and 6′ are the weak gauge couplings, 6. is the Yukawa coupling between the Higgs and

the top quark, and _ is the quartic self-coupling in the Higgs potential.

At high temperatures, loop integrals such as in (28) include a Matsubara frequency sum. The

evaluation of this sum implies that in practice, the effective loop expansion parameter involves the

bosonic distribution function:

62 → 62=B (�,) ) =
62

4�/) − 1
≈ 62)

�
≥ 62)

<
. (31)

Then, at high temperatures < ≪ 62) , even a perturbative theory (at zero temperature) can feature

non-perturbativity, for example for the bosonic zero mode. This is called Linde’s infrared problem

[17]. Note that this problem exists for bosonic modes only – the Fermi-Dirac distribution has a

different high-temperature expansion.

Let us look at an example. If we evaluate the following diagram (here the dashed lines are a

zero mode, whereas the double-dashed lines correspond to non-zero modes), we find [14, 18]8

#

∝ _#+1

[∫
?

)

(?2 + <2)#+1

] [∑∫ ′

&

1

&2

]#

∝ 62#+2

[∫
?

)

(?2 + <2)#+1

] [∑∫ ′

&

1

&2

]#

∝ 62<)
(6)
<

)2#
,

(32)

where the first integral is over all the internal zero mode propagators and the second integral is over

the loops of non-zero modes (indicated by the prime):∫
?

≡
( ¯̀24

W

�

4c

) n ∫
d3 ?

(2c)3
, and

∑∫ ′

%

≡ )
∑
l=≠0

∫
?

. (33)

It is obvious that this diagram has an IR-divergence: in the limit < → 0, it goes to infinity for

any # > 0. More generally, when ) ∼ </6, perturbation theory breaks down. This regime of

temperatures is usually relevant for the study of phase transitions, so it would appear that thermal

field theory has limited predictivity in the precise context we are interested in. Luckily, there are a

few different ways of dealing with this apparent breakdown of perturbativity. We will discuss a few

examples below.

8Note there is a typo in the evaluation of this diagram in [1].
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2.2.1 Daisy resummation

The IR-divergence of the diagram above can be (partially) cured if the screening mass of the

zero mode is taken into account. In a method first worked out by by Parwani and Arnold and

Espinosa in Refs. [19] and [20], one calculates the thermal corrections of the non-zero modes to

find the corrected mass of the zero mode. Then, one can use this corrected mass to compute the

contributions of the zero mode,

<2 → <2
) = <2 + #62)2 (34)

where # is a numerical coefficient which depends on the multiplicity of the bosonic field. With the

replacement (34), the problematic diagram (32) becomes ∝ 63)4 independently of # , so we can

conclude that IR-divergences change the nature of the coupling expansion. Addressing them in this

way is called daisy resummation (or sometimes ring resummation), because the diagram looks like

a flower.

Daisy resummation also impacts the effective effective cubic interaction in high-temperature

expansion, which is often critical to the order of the transition. We have

�� (<,) ) ∋ − )

12c
|< |3 → − )

12c
|<2 + #62)2 |3 (35)

such that if the self-energy is large, the corrected expression behaves less as a cubic in q and

therefore the phase transition may cease to be first order.

To take into account the daisy resummation, we need to work out the proper form of (34),

and then self-consistently take it into account in our finite temperature field theory. The thermal

screening masses (also called Debye masses) are often denoted by Π, and are calculated thermal

corrections of the non-zero modes to the zero modes of the theory (in a gauge eigenstate basis of the

theory, if a gauge theory is used). For more details about the calculation of the screening masses,

see e.g. [1].

2.2.2 Dimensional reduction

An alternative strategy is that of dimensional reduction. The idea of this method dates back to

the 1980s [2, 21–23]; it was first applied to the EWPT in the 90s [16] (see also [24–26], and a recent

update for the EWPT [27]).9 Dimensional reduction is a powerful tool when dealing with systems

where the physical effects of certain dimensions can be considered negligible on specific scales.

As we have seen, in finite temperature field theory, the behaviour of a system is predominantly

determined by its static properties and the dynamics along the ‘imaginary time’ dimension. The

latter dynamics effectively decouples on scales A > V. Then, dimensional reduction leaves a

lower-dimensional effective field theory which maintains the important physics of the original

high-temperature system but is much simpler to deal with.

For the example of a gauge theory with coupling 6, dimensional reduction takes advantage of

a hierarchy of scales

62)/c ≪ 6) ≪ c) , (36)

9For recent reviews of dimensional reduction, see [1, 28] and references therein.
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Start: (3 + 1)-dimensional theory

Scale Validity Dimension Lagrangian Fields

Hard c) 3 + 1 L �`, q, k8y Integrate out = ≠ 0 modes and fermions

Soft 6) 3 L33 �A , �0, qy Integrate out temporal adjoint scalars �0

Ultrasoft 62)/c 3 L̄33 �A , q

End: 3-dimensional pure gauge theory

Table 1: Dimensional reduction of a (3 + 1)-dimensional theory with scalar field q, gauge boson �` , and

fermion k based on the scale hierarchy at high temperature. In the first step, one integrates out all hard

modes; in the second one also integrates out the temporal adjoint scalar �0. At the ultrasoft scale only the

spatial gauge field �A and the scalar undergoing the phase transition q remains. Adjusted from [1].

to distinguish between a hard scale (? ∼ c) , where ? = |? | denotes a momentum scale of particles

in the heat bath) at which the theory is perturbative, an ultrasoft scale (? ∼ 62) ) where the theory

is non-perturbative, and a soft scale (? ∼ 6) ) in between. Table 1 shows the dimensional reduction

of a toy model theory containing a scalar, a fermion, and one gauge field.10

The philosophy of dimensional reduction is to treat perturbative modes perturbatively and

nonperturbative modes nonperturbatively. Hence, one integrates out certain modes (fermionic

modes and non-zero bosonic Matsubara modes, as well as temporal parts of the gauge modes)

perturbatively, whereas the degrees of freedom at the ultrasoft scale can be treated with non-

perturbative lattice studies, as was first explored in [29–31]. In some cases, however, higher

loop perturbative studies of the ultrasoft degrees of freedom also give accurate results [32–35] (a

mathematica package has been developed to perform matching at the next-to-leading order [36]).

2.2.3 Functional methods

Lastly, one can use functional methods to deal with renormalisation both at zero and at finite

temperature. Such methods do not engage in a loop expansion and are therefore in principle more

appropriate in regimes where perturbativity breaks down.

An example of such a method is the functional renormalisation group (FRG). The philosophy

of this method is to introduce a regulator function ': which ensures fluctuations are taken into

account as the theory flows from a UV input scale : = Λ to an IR scale : = 0. To do so, the action

is supplemented with a mass-like term

Δ(: [q] =
1

2

∫
p

q[−p]': (p)q[p] (37)

which ensures fluctuations with |p| ≪ : are suppressed, while fluctuations with |p| ≫ : are

suppressed by m:': in the flow. The addition of (37) implies that the partition function develops a

dependence on :. Then, the average effective action11 can be defined in terms of the scale dependent

10The scalar typically sits between the soft and the ultrasoft scale, <q ∼ 63/2)/
√
c, implying it is still just perturbative.

We thank Oli Gould for pointing this out.
11Then, rather than the Helmholtz free energy �: = −) lnZ: as above, the average effective action is relevant to FRG.
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partition function /: [�],

Γ: [q] = − lnZ: [�] +
∫
G

�q − Δ(: [q] (38)

where � is an external source. From this, one can derive a flow equation usually referred to as the

Wetterich equation [37] by simply taking the partial derivative with respect to ::

m:Γ: [q] =
1

2
Tr

[
m:':

Γ
(2)
:

[q] + ':

]
(39)

where Γ
(2)
:

is the second order functional derivative of Γ: [q]. Note that this flow equation is

formally exact: no expansion was used to derive it. However, in practise one needs to invoke an

approximation scheme to solve it.

The flow equation (39) can be used in both the zero temperature and the finite temperature

regimes. Due to its non-perturbative nature it has been applied to calculate observables in the QCD

sector of the SM, with good correspondence to lattice studies.12 A method to apply functional

renormalisation techniques to the problem of false vacuum decay was first proposed in [39] and is

still under development.

3. First order phase transitions

Having developed a basic understanding of field theory at finite temperature, and some of the

techniques we can apply to calculate corrections to a scalar potential, we now turn to an important

application: phase transitions in the early Universe. Different types of phase transitions exist, and

can be classified by their order, a measure of how discontinuous the process is. The order of the

phase transition is also an important aspect of its phenomenology. A first order phase transition is

formally defined as a phase transition in which the free energy is non-analytic (its derivatives are

discontinuous). Namely, if m�/m) is discontinuous, the average energy, defined in the previous

section is also discontinuous:

� =
1

ZTr[�̂4−V�̂ ]

=
)2

Z
m

m)
Z

= )2 m

m)
logZ

= � − )
m�

m)

(40)

where we have assumed zero chemical potential, as we’re doing throughout. The difference

in average energy (or the difference in average energy density) is called the latent heat, so the

statements that latent heat is released and that the free energy is non-analytic are equivalent.

12See [38] for a comprehensive recent review of the functional renormalisation group and its applications.
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3.1 False vacuum decay

In field theory, the discontinuity in the derivative of the free energy can be described through

the (potential) energy surface of a scalar order parameter, which has a local minimum in which the

field is initially located, and a global minimum to which it tunnels. This description can be used at

zero temperature as well as at finite temperature – in the latter case, we use periodicity in Euclidean

time in our description of false vacuum decay.

3.1.1 Reminder: tunneling in quantum mechanics

To warm up, let’s remind ourselves of tunneling through a barrier in quantum mechanics. The

semi-classical (i.e. small ℏ) approximation to this problem shares many similarities with the most

popular way of calculating the false vacuum decay in quantum field theory.

In classical mechanics, a particle with insufficient energy to surmount a potential barrier

would be completely reflected back. In quantum mechanics, there is a non-zero probability that

the particle can tunnel through the barrier, appearing on the other side even though its energy is

less than the barrier’s height. The Wentzel-Kramers-Brillouin (WKB) approximation provides an

approximate solution to calculate this tunneling probability. The key idea behind this approximation

is to treat the particle’s motion classically outside the barrier, where the potential energy is lower,

but quantum mechanically inside the barrier, where the potential energy is higher. The transition

between classical and quantum regions occurs in the vicinity of the barrier.

To apply the WKB approximation, we start by dividing the problem into three regions: the in-

coming region, the barrier region, and the transmitted region. Imagine our barrier region is between

G0 and G1. In the incoming and transmitted regions, the particle’s motion is described by classical

trajectories. Inside the barrier region, the particle’s motion must be treated quantum mechanically.

Our state k satisfies the following equation of motion, the time-independent Schrödinger equation,

32k

3G2
− 2< (+ (G) − �)

ℏ2
k = 0. (41)

For slowly varying + (G), the WKB-approximation to the wave-function is

k (G) ∝ 1√
: (G)

exp

(
±8

∫ G

G0

3G ′: (G ′)
)

where : (G) =
√

2< (� −+ (G))/ℏ. (42)

Here
∫
: (G)3G is the classical action. For � > + (G), as is the case in the classical regions, this is an

oscillating function, but for � < + (G), the action is complex and k is exponentially decreasing.13

The sign inside the exponential depends on the direction of propagation.

In the WKB approximation, the probability of a particle tunneling through the barrier (versus

being reflected back) is essentially determined by the total decrease of the amplitude in the tunneling

region. For a particle coming in from G < G0, the tunneling amplitude to G > G1 is given by

WWKB ∝ 4
− 1

ℏ

∫ G1
G0

√
2<(+ (G)−�)3G + O(ℏ), (43)

13At the boundary of the classical and tunneling regions, where + (G0) = � , the approximation (42) clearly breaks

down. Expanding around G0, in the vicinity of the the boundary the Schrödinger equation becomes, 32k

3G2 −*1 (G− G0)k +
O(G − G0)2 = 0, the form of which is known as the Airy equation. By matching the wavefunction (42) and its derivative

in both regions to the Airy functions at the boundary, one can relate the coefficients.
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such that the tunneling probability exponentially decreases with both the height and width of the

barrier.

Analogously to tunneling in quantum mechanics, false vacuum decay rate in quantum field

theory is associated with an imaginary part of the action. However, path integrals are manifestly

real, and therefore recovering the false vacuum decay rate is not a trivial problem. Two main

methods have been proposed in the literature:

• The popular semi-classical method accredited to Callan and Coleman [40, 41], which effec-

tively deforms the integration contour;

• The direct method, developed in [42, 43].

We will first focus on the former, but also draw a quick comparison to the latter, which may in

principle be used in non-perturbative calculations [39]. As ever, I encourage the reader to explore

the rich topic of false vacuum decay in the wider literature, beyond the cursory review I can offer

here. On the topic of phenomenological calculations of first order phase transitions in the early

Universe in particular, I highly recommend the recent work [44].

3.1.2 Semi-classical methods in field theory

The field theory analogue of the WKB approximation in quantum mechanics was developed

by Callan and Coleman in the 1970s [40, 41].14 These two gentlemen proposed that we go to

Euclidean space, as we did in the previous section. The analytical continuation from Minkowski

spacetime to Euclidean spacetime is useful because in Euclidean spacetime, where the action is real

and positive-definite, the path integral is convergent and amenable to approximation techniques like

the saddle point approximation. A real-time formalism was worked out in Ref. [47].

Let us first discuss false vacuum decay at zero temperature. To use a saddle point approximation,

the next step is to expand

q = q̄ + i, (44)

where q̄ is a solution to the classical EOM. We use ℏ = 1 throughout these lecture notes, but if

we were to keep it explicit, the expansion would be q = q̄ + ℏ1/2i . If q̄ minimises the Euclidean

action, then it will dominate the path integral. Thus, we can expand the path integral around q = q̄

as

Z =

∫
Dq 4−(� [q]

=

∫
�

Di 4−(� [ q̄]− 1
2(

′′
�
[ q̄]i2+...

(45)

where the linear term vanishes because q̄ is a solution to the classical equations of motion (in

actuality there is usually more than one solution q=, in which case we need to sum over =). The

integration contour � is the steepest descent contour through the saddle point. The second order

expression is now a Gaussian integral, which we can evaluate to obtain

Z ∼ Z� = 4−(� [ q̄] (
det (′′� [q̄]

)−1/2 (46)

14For some recent reviews, see [45, 46].
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(see the note on Gaussian integrals above). As this expression only depends on q̄, in principle our

task is simple: just find the solution(s) to the classical equations of motion and substitute them back

into (46) to find the free energy and related quantities. Let us do that and then consider how to

relate our findings to the false vacuum decay rate. To find the equations of motion we extremise the

Euclidean action. For a scalar field, we might have:

∇2q̄ − 3+ (q̄)
3q̄

= 0. (47)

Because solutions that extremise the energy are often expected to be spherically symmetric, and

this is indeed also the case for the tunneling solutions [48], the only relevant coordinate is the radial

one: A = (∑3
8 G

2
8
)1/2. Therefore the classical equations of motion (in 3 dimensions) become,

32q̄

3A2
+ 3 − 1

A

3q̄

3A
=

3+ (q̄)
3q̄

. (48)

At zero temperature, the relevant number of dimensions is obviously 3 = 4: the field configuration

describing tunnelling has O(4) symmetry. At finite temperature, for length scales A > V, the relevant

number of dimensions is 3 = 3.

The decision of which saddle points to consider is an important aspect of the semi-classical

approximation for false vacuum decay. In particular, if all saddle points are taken into account, the

path integral is manifestly real. As we expect false vacuum decay to be associated with an imaginary

contribution, we have to be selective. So, let us discuss the solutions of (48) for a typical situation

we would like to consider: a double well potential. First of all, there are two trivial solutions, which

are the static field values corresponding to the bottoms of the wells: for these field configurations

all terms vanish: m2
A q = 0, mAq = 0 and + ′ = 0. We can call these solutions qFV and qTV for the

less deep (false vacuum) and deeper vacuum (true vacuum) respectively. Then there are a number

of other solutions, which depend on the boundary conditions we impose. We are interested in field

configurations that interpolate between qFV and some field value on the other side of the barrier

(note that this need not be qTV), so a natural choice is to impose qFV at A = ±∞. As we are only

interested in reaching the other side of the barrier, and not at which field value exactly this happens,

we may not want to impose a similar Dirichlet boundary condition at the origin. We can instead

impose finite energy at the origin to give us the second boundary condition, mAq |A=0 = 0. Thus, it

seems reasonable that the boundary conditions of a metastable state of the false vacuum would be,

q̄(A → ±∞) = qFV,

3q̄

3A

����
A=0

= 0.
(49)

Indeed, you can find (48) and (49) in many papers describing cosmic phase transitions. They

describe the bounce q̄1, an O(3) field configuration which starts (and ends) in the false vacuum,

and reaches the other side of the potential barrier (say q̄ = q4) with zero velocity (m` q̄ = 0). But

they also still describe the static solution q̄ = qFV, so we are stuck with that saddle point too.

Now, how do we find the false vacuum decay rate from Z? A simple way to get intuition for

that (courtesy of [6]),15 is to imagine a metastable (zero-temperature) state and time-evolving it

15For a more rigorous argument, see the original paper by Callan and Coleman [41].
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forward. We have,

|q(C, x)〉 = 4−8�C |q(0, x)〉 = 4−8 (Re (�)+8Im (�))C |q(0, x)〉
→ 〈q(C, x) | |q(C, x)〉 = 42Im(�)C 〈q(0, x) | |q(0, x)〉

(50)

such that the decay rate is given by Γ = −2Im(�) – as expected, metastability is associated with

imaginary energy (eigenvalues). Analogously, for a thermal state, we might expect something like

Γ = −2Im(�). This would mean that

Γ = −2Im(�)

= 2) Im

[
ln

(
Z0 +

∫
Di 4−(� [ q̄1 ]− 1

2(
′′
�
[ q̄1 ]i2+...

)]

∼ 2) Im [lnZ0] + 2
)

Z0
Im

[∫
Di 4−(� [ q̄1 ]− 1

2 (
′′
�
[ q̄1 ]i2+...

]

∼ )

Z0
Im

[ (
det (′′� [q̄]

)−1/2
4−(� [ q̄1 ]

]
≡ �() )4−(� [ q̄1 ] .

(51)

where we have restricted ourselves to saddle points with the boundary conditions (49), Z0 ∼
Z� [qFV] is the contribution from the solution q̄ = qFV which stays in the false vacuum, which we

expect to dominate over Z[q̄1] (such that we could expand the log). For the other saddle point, we

have evaluated the Gaussian integral, including a factor 1/2 which we will comment on below.16

We have also grouped together the prefactor �() ):

�() ) = )

Z0
Im

[ (
det (′′� [q̄1]

)−1/2
]

(52)

At finite temperature, a Euclidean action we may be interested in is the scalar field action17

(� =

∫ V

0
3g

∫
33G�

[
(mG�q)2 + + (q,) )

]
(53)

in which the subscript � denotes Euclidean and the integral is over Euclidean space. The coordinates

in Euclidean space are x as before, and g = 8C. As mentioned above, on length scales large compared

to V, the system behaves like it is approximately 3-dimensional. In this case,

(� [q] =
∫
g

∫
x

!�

=

(
1

)

) ∫
x

!�

=
(�,3

)

(54)

and thermal fluctuations assist in the phase transition (as mentioned, in this case one should also

take 3 = 3 in (48)). In the following I will often just use (� to mean (�,3, but it will be clear

16This seemingly innocent factor of 2 was derived in [49], elaborated on in [41] and more recently in [43].
17One should be careful to avoid double-counting, as per the discussion in [1, 39]
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from context that we are in a thermal situation. That’s also the situation we are most interested in

in the early Universe. It is usually the case that the nucleation rate (51) increases exponentially as

the temperature decreases, because the ratio (�/) decreases with decreasing temperature. If the

barrier disappears, (�/) tends to zero.

We have yet to determine the prefactor �() ) in (51). If we were interested in the decay rate

per unit volume Γ/V , which we indeed often are, dimensional analysis tells us that it should be

�() )/V ∼ )4, which is indeed an approximation that is sometimes made – the argument is that

because it features in the argument of the exponential, (�/) is far more important and therefore

dimensional analysis is sufficient. However, an understanding the origin of the prefactor lends

some insight to false vacuum decay rate calculations in general. Namely, in our exploration of the

prefactor we will discover what makes the free-energy we are calculating imaginary, leading to a

nonzero false vacuum decay rate.

Let’s go back to our field expansion. We may expand our field (44) further into an eigenbasis

of an operator:

q = q̄ +
∑
8

Z8i8. (55)

Given the expansion (45), good choice is the operator (′′
�
[q̄] =

(
−� + + ′′[q̄]

)
, which characterises

the size of fluctuations. Note that in this case the result of our Gaussian integral in (46) is equivalent

to

Z = 4−(� [ q̄ ]
∏
8

(_8)−1/2
(56)

where _8 are the eigenvalues of the operator (′′
�
[q̄]:

(′′� [q̄]i8 =
(
−� + + ′′[q̄]

)
i8 = _8i8. (57)

The operator (′′
�
[q] has an interesting set of eigenvalues. In particular, it (in principle) has

zero modes (_ = 0). The zero modes are given by m`q, which we can easily check

(′′� [q̄]m`q = m` ((′� [q̄]) = 0 (58)

where (′
�
[q̄] = 0 by the definition of q̄. A seemingly trivial point is that if the field q is space-time

independent – such as the false vacuum saddle point (q̄ = qFV) – no zero modes exist.

Since the bounce solution has four zero modes, it is clear that this is not the ground state, as

that must be unique. So there must be at least one lower energy state: a negative mode _−. In an

analogy with simple harmonic oscillators (SHO), we can motivate that there is just a single negative

mode. The spectrum of a SHO contains a ground state without nodes, and a first excited state with

one node. As our zero mode has one node (where the bounce happens, at q̄(A = 0) ≡ q̄4, as there

m` q̄ = 0), it must be the first excited state. The existence of the negative mode also implies that �

is imaginary. This can be seen directly from (56): the single negative mode under the square root

renders the entire product imaginary.

We should make a few comments about this negative mode, and its implications for the path

integral. First, its existence implies that the Gaussian integral around the bounce solution (45) is
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divergent when the integration contour � is real. This is the first hint that to get something sensible,

we must perform an analytic continuation of the integration contour. The negative mode arises

from the fact that the bounce solution is not a minimum of the Euclidean action, but a saddle point:

among the family of solutions which penetrate the barrier – which includes besides the bounce also

configurations which return to the false vacuum before or after reaching the other side of the barrier,

and the limiting case qFV – the bounce is a maximum. This means that if our integration contour

includes all saddle points in this family, the bounce gives a subdominant contribution.

So, it turns out that to compute the false vacuum decay rate, the integration contour must

be chosen carefully. The appropriate contour is complex, and along the steepest descent contour

through the false vacuum saddle point: �� . This corresponds to the physical situation we have in

mind when calculating the false vacuum decay rate: choosing this contour implies that the resonance

associated with the false vacuum dominates, even if qFV is not the dominant saddle point (it is easy

to see that qTV will give a greater contribution). Integrating along this contour results in a complex

path integral, with the imaginary part associated with the decay rate: Γ ∝ Im lnZ ∼ ImZ/ReZ.

However, the imaginary part comes from a part of the contour far away from the FV saddle

point, such that the Gaussian path integral evaluated on the false vacuum saddle point is real –

Im [lnZ� [qFV]] = 0.

As shown in [43], the imaginary part of the path integral over �� is equivalent to half of the

steepest descent contour passing through the bounce saddle point (modulo a sign).18 This complex

contour �1 leads to a finite path integral despite the negative eigenvalue, with an imaginary part:

ImZ� = Im

∫
�1

Di 4−(� [ q̄]+ 1
2 |_− |i2

=
1

2
4−(� [ q̄] (det |_− |)−1/2 . (59)

This choice of contour is the justification for restricting our analysis to the bounce and the FV saddle

points (note that we still need the latter to compute ReZ = Z0), which we imposed through the

boundary conditions (49). A more detailed analysis of the appropriate integration contour in can

be found in [43].

With the right choice of integration contour (or equivalently the boundary conditions (49) for

the saddle points), (51) is our false vacuum decay rate. We can clarify this expression some more

by analysing the zero modes. Let us first separate them out of (55):

q = q̄ + #Z `m`q +
′∑
8

Z8i8 (60)

where the prime indicates that the zero modes are to be left out (and as before we have set ℏ = 1).

Here # indicates that the modes are not properly normalised yet, because

〈m`q |maq〉 =
1

4
X`a

∫
34G (mdq)2

= X`a(� [q]
(61)

18Note that this makes (51) rather subtle, as it would be incorrect to state 2)Im [lnZ0] +
2 )
Z0

Im
[∫

Di 4−(� [ q̄1 ]− 1
2 (

′′
�
[ q̄1 ]i2+...

]
∼ 2)Im [lnZ� [qFV]] + 2 )

Z0
Im [Z� [q1]] – this would imply ignoring

an imaginary contribution which is of the same order as the bounce contribution.
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where the last line is using that for solutions to the EOM, multiplying by m`q a sort of virial theorem

holds: 1
2 (m` q̄)2 = + (q̄). So, the normalisation of the zero modes should be # =

√
2c/(� [q̄1] if

we choose modes to be normalised such that 〈q8 |q 9〉 = 2cX8 9 . Moreover, the zero modes, being

space-time translation of the bounce, are proportional to the fourth root of the space-time volume

V1/4.

All in all, for four space-time dimensions (and thus four zero modes), we find

Γ ∼ )

Z0
Im

[ (
det (′′� [q̄]

)−1/2
4−(� [ q̄]

]

∼ )

����� det (′′
�
[q̄1]

det (′′
�
[q̄FV]

�����
−1/2

4−(� [ q̄]

∼ )V
(
(� [q̄1]

2c

)2
����� det′ (′′

�
[q̄1]

det (′′
�
[q̄FV]

�����
−1/2

4−(� [ q̄]

(62)

where once again the prime denotes the zero modes are taken out of the determinant, and where

we have written Z0 =
(
det (′′

�
[q̄FV]

)−1/2
. At high temperatures, there is effectively one fewer zero

mode (i.e. not mgq). Therefore,

−2Im� ∼ )V
(
(� [q̄1]

2c)

)3/2
����� det′ (′′

�
[q̄1]

det (′′
�
[q̄FV]

�����
−1/2

4−(� [ q̄]/) (63)

It also turns out the relation for Γ does not correspond exactly to our naive guess at high temperatures,

but needs to be modified to [50]

Γ = −
√
|_− |
c)

Im�

=

√
|_− |
2c

V
(
(� [q̄1]

2c)

)3/2
����� det′ (′′

�
[q̄1]

det (′′
�
[q̄FV]

�����
−1/2

4−(� [ q̄]/)
(64)

where _− is the eigenvalue of the negative mode. This expression captures the classical growth of

the unstable mode at temperature ) .19

From this, we can derive the thermal parameters of the phase transition:

• The nucleation temperature (or onset temperature) of the phase transition needs to be defined

by convention. For example, it may be defined as the temperature at which one can expect

one bubble per Hubble volume: Γ × �−1 = �3. Solving for (�/) , this implies (�/) ∼
−3+ log �() )/)4−4 log)/"?. One may also be interested in the temperature of percolation,

after the growth of the nucleated bubbles and closer to the completion of the phase transition.

This rate will also depend on the dynamics after nucleation.

• The parameter V parametrises the rate of change of the nucleation rate, and is usually defined

as V = (1/Γ) × dΓ/dC. This has the dimensions of a rate, and is usually normalised to the

Hubble rate, V/�.

19The expression (64) assumes the calculation can be done in equilibrium. Non-equilibrium physics is expected to

enter the unstable (negative mode), leading to modifications in the nucleation prefactor [49]. See also [51, 52].
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• The parameter U gives the latent heat at the nucleation temperature, usually normalised to the

radiation energy density in the plasma at the nucleation time. Different definitions exist, but

it is usually defined in terms of the trace anomaly: U = (Δ+ − 1/4 dΔ+/d ln) )/drad where

Δ+ is the potential difference between the vacua, evaluated at the nucleation temperature.

We will encounter these parameters further on in these notes, when characterising the phenomenol-

ogy of the phase transition.

3.1.3 The direct method

The method we just studied is the most commonly applied method of calculating false vacuum

decay, and it relies on a saddle point approximation and a particular analytic continuation. There

is however an alternative method, developed by Andreassen, Farhi, Frost and Schwartz in 2016

[42, 43]. Let’s have a brief look at how this works.

First, we need to go back to the problem we wanted to address. We are interested in the decay

of a field initially localised in the false vacuum, q8 = qFV, which decays to the other side of the

barrier, a (generally multi-dimensional) region which we can call ':

This decay rate is given by

Γ = lim
C/Cslosh→∞
C/CNL→0

1

%FV(C)
3%' (C)

3C

%' (C) =
∫
'

3q 5 | 〈q 5 ; C |qFV; 0〉 |2
(65)

with the latter the probability that the state originally at qFV is found somewhere in ' at time C.

Here Cslosh characterises the time-scale for movement within the region of the false vacuum, and

CNL is the timescale for the transmitted wave-function to start propagating back to the false vacuum.

Thus, (65) is applicable for timescales long compared to movements within the neighbourhood of

the false vacuum, but short compared to timescales where the wave-function might be transmitted

back. This may seem trivial, but is actually a very important insight underpinning false vacuum

decay rate calculations. Namely, the more naive limit ) → ∞ would pick out a saddle point called

the shot – which starts and ends at qFV but spends most of its time on the other side of the barrier,

and will therefore be associated with the energy of the true vacuum – unless the path integral contour

is deformed, as we did in the previous subsection. If the shot dominates, one finds that the false

vacuum decay rate is zero.
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After tunneling, when our state emerges on the other side of the barrier, it will do so on a

surface in q which we can call Σ. The bounce conserves energy, and therefore it will appear on

the surface Σ with * [qΣ] = * [qFV]. Here * includes not only the potential energy but also the

gradient energy:

* [q] =
∫

33G
[
(∇q)2 ++ (q)

]
(66)

Then, the two-point function in (65) can be written as a Feynman propagator, which we can split in

two parts, before and after it crosses the surface Σ:

| 〈q 5 ; C |qFV; 0〉 |2 = |�� (qFV, 0; q 5 , C) |2

=

∫
Σ

31

∫ C

0
3C ′�� (qFV, 0; 1, C ′)�� (1, C ′; q 5 , C)X(C1 [q] − C ′)

=

∫
Σ

31

∫ C

0
3C ′�� (qFV, 0; 1, C ′)�� (1, 0; q 5 , C − C ′)X(C1 [q] − C ′)

(67)

where

�� (1, 0; q 5 , C) = N
∫ q (C)=q 5

q (0)=1
Dq48( [q] (68)

where N is just a prefactor. Here C1 [q] gives the time at which q first crosses the point 1 on the

surface Σ, on the other side of the barrier; the delta function ensures that this happens at least once.

The two-point function (67) can be simplified by a number of manipulations detailed in

[42, 43]. The result is not convergent for real C, a problem that can be dealt with through the use

of an imaginary integration path, or equivalently through analytic continuation to Euclidean space.

The analytic continuation of the delta function requires a careful analysis which we will not repeat

it here. We simply quote the result:

Γ =
NN★

%FV(C)
Im

(∫
Σ

31

∫ q (g)=q�

q (−g)=q�

Dq4−(� [q]X(g1 [q])
)
, (69)

where the integral in the brackets needs to be evaluated for real g, and then analytically continued

to g → 8C to yield something purely imaginary.

The final expression for the decay rate WFV may be written as

Γ = lim
)→∞

�����2 Im

( ∫
Dq 4−(� [q]X(g1 [q])∫

Dq 4−(� [q]

)
g=8C

����� (70)

= lim
)→∞

�����2 Im

(
1

g

∫
hits 1

Dq 4−(� [q]∫
Dq 4−(� [q]

)
g=8C

����� (71)

where the path integrals have boundary conditions q(±g) = q� . The meaning of Im()g=8C is to

evaluate the content inside the parentheses for real g, analytically continue to imaginary g = 8C, and

then take the imaginary part.

The direct method for calculating false vacuum decay offers an appealing feature – it provides

a non-perturbative description of the decay process. Unlike the semi-classical approach, which
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relies on a saddle point approximation and careful selection of the integration contour, the direct

method should in principle allow for the determination of the false vacuum decay rate without such

approximations. However, one still needs to apply boundary conditions to the path integral, as well

as the condition that the numerator hits the point 1. A saddle point approximation, as we relied

on extensively in the previous section, is the easiest way of doing this. In this case, as discussed

in Ref. [43], there are three saddle points which satisfy the boundary conditions q(±g) = q� : the

(constant) false vacuum solution, the bounce, and the shot. The latter is a field profile which rapidly

transitions to the true vacuum, stays there for a long time, and then rapidly transitions back.

Only the bounce and shot cross 1 and contribute to the numerator of (71). To see which one

dominates, we can examine the g-dependence of the two saddle points. The shot rapidly transitions

from the false vacuum to the true vacuum and back, resulting in a g-independent term (from the

rapid transition) plus a term linear in g proportional to the true vacuum energy. On the other hand,

the bounce also has a quick transition to the turning point and back, but spends the most amount of

time in the false vacuum, therefore contributing – besides a g-independent term – a term linear in

g proportional to the false vacuum energy:

(shot = g�TV + (0
( (72)

(bounce = g�FV + (0
� . (73)

Importantly, these need to be evaluated for imaginary g – it is real time we are interested in, after

all. In this case, the terms linear in g are both purely imaginary and play no role. In contrast, the

two pieces (0
(

and (0
�

remain purely real when rotated back to imaginary g. Since the shot moves

faster than the bounce, (0
(
> (0

�
. Therefore, the shot is exponentially suppressed with respect to the

bounce, and the latter dominates the path integral.

Thus it can be seen that the direct method provides an alternative route towards the calculation

of the false vacuum decay rate. It has been shown that applying the saddle point approximation to

(71) yields an equivalent result to the semi-classical method.

3.2 Bubble expansion

We will briefly comment on what happens to the critical bubbles after they have nucleated. At

this point, there are several forces on the bubble wall: the latent heat of the phase transition results

in an outward pressure (which we may call the vacuum pressure), bubble wall tension, and friction

on the bubble wall, caused by interactions with the particles in the plasma.

If these forces are balanced at some point before the bubble wall has traversed the inter-

bubble distance, an asymptotic bubble wall speed is reached. What that bubble wall speed is has

phenomenological consequences both for how the latent heat is dissipated and for processes which

are concurrent with the phase transition, such as baryogenesis.

Qualitatively, one can distinguish two different scenarios: the detonation scenario, in which

the wall speed of the bubbles EF (sometimes called the wall velocity, despite the assumption that

bubbles expand spherically and only the magnitude is therefore relevant) is larger than the speed of

sound 2B = 1/
√

3 in the relativistic plasma, and deflagrations, where it is smaller. The situations

are different in fluid flow profiles, as illustrated in Fig. 1. Note that in the rest frame of the medium,

the fluid velocity needs to be zero both at infinity and in the center of the bubble. In the deflagration
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Figure 1: Fluid profiles for deflagrations and detonations [53].

case, a shock front of cosmological fluid travels in front of the bubble wall. In the detonation case,

the fluid flow profile does not form a shockfront, but rather a rarefaction behind the bubble wall.

The classic reference [53] contains a more in-depth discussion and plots of the fluid profile.

For gravitational wave generation, it is important to know whether the bubble wall velocity

EF → 1, and moreover, the Lorentz factor WF = (1 − E2
F )−1 → ∞. Such phase transitions are

often referred to as runaway transitions. Implicitly, this means that most of the energy released in

the phase transition has gone into accelerating the bubble walls, and has not been leaked to the

plasma via friction. In this scenario the contribution to the gravitational wave spectrum coming

from the bubble walls dominate over the processes in the plasma. Up until relatively recently, it was

believed that runaway transitions could be realised in generic models of phase transitions. However,

this insight was based on an incomplete estimation of the transition radiation of gauge fields in the

bubble wall. Namely, the calculation of the 1-to-1 pressure for relativistic bubble walls, done in

2009 by Bodeker and Moore, found that

%thermal < %vacuum, 1-to-1 pressure [54] , (74)

(where %thermal is the pressure generated by interactions with the plasma) was possible and therefore

runaway transitions could occur in generic theories of particle physics. However, it turns out that

when a gauge boson gains a mass in the phase transition (as is the case when the phase transition

results from the spontaneous breaking of a gauge theory), a bunch of soft gauge bosons may be

emitted in the process. A repeated calculation by the same authors in 2017 took into account an

extra soft boson or multiple soft bosons in the final state, and found that

%thermal ∝ WF , 1-to-2 or 1-to-n pressure [55] , (75)

and therefore a terminal velocity is always reached. Even more recently, other authors have used

a different approach towards the 1-to-n resummation of all diagrams. In these works, it was found

that the scaling of %thermal scales with an even higher power of WF :

%thermal ∝ W2
F , 1-to-2 or 1-to-n pressure [56] . (76)

There is no current consensus on what the appropriate scaling of %thermal with WF should be (see

also e.g. [57–61]). However, in both cases (75) and (76) runaway phase transitions are not realised

for models of spontaneous symmetry breaking of a gauge theory, which includes many important

scenarios such as EWSB.
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3.3 Examples of first order phase transitions

In the SM, there are two phase transitions in the early Universe: the phase transition related

to the breaking of the electroweak symmetry, and that related to the confinement of the QCD

sector. Alas, with the measured values of masses in couplings, we do not expect a first order

phase transition took place in either instance. While indeed the weak gauge bosons and the Higgs

self-coupling introduce an effective cubic coupling in the Higgs potential at high temperatures, this

term comes with a coefficient that is too small to separate the vacua at finite temperature and that

at zero temperature.20 For the case of QCD, confinement leads to a spontaneous breaking of the

global chiral symmetry. The order of this process is somewhat more subtle to study (as we will see

below), but through non-perturbative lattice simulations the consensus is that this transition was

also not first-order. Nevertheless, there are many theories beyond the SM (BSM) in which a first

order phase transition features, some of which are extra interesting because they also address a big

open question in particle cosmology. In this section we will study some examples.

3.3.1 The Electroweak Phase Transition

Electroweak symmetry breaking (EWSB) is an example of a broad class of phase transitions,

related to the spontaneous breaking of a gauge symmetry. As EWSB happened in the context of the

SM, and because it can be related to baryogenesis (as we will study in the next section), it is natural

that the electroweak phase transition (EWPT) is a well-studied topic.

We should begin our study of the EWPT by computing the thermal corrections to the potential

of the Higgs boson q:21 Using the 1-loop formalism and daisy resummation we introduced in the

section above, we have:

+eff (q,), ¯̀) = +tree ++1−loop . (77)

where ¯̀ is the renormalisation scale. Because the Higgs is an SU(2) doublet, the contributions to

the 1-loop potential in the direction that develops the VEV include both the physical Higgs field

and the (would-be) goldstone modes. Of course, there are also corrections from gauge bosons

and fermions which couple to the Higgs. The one-loop correction can be further divided into a

zero-temperature Coleman-Weinberg piece and a thermal piece

+1−loop = +CW ++T ++daisy. (78)

We are mostly interested in the thermal piece here, which we can evaluate using the thermal

20In fact, technically the transition is not even second-order: there is no discontinuity in the thermodynamic observables.

This type of smooth change in the ground-state is called a crossover.
21For a detailed overview of this computation, see [1].
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functions we derived above:

+T =
)4

2c2

∑
8∋q,j,, ,/

28�� (<8) +
)4

2c2

∑
9∋C

2 9�� (< 9)

=
)4

2c2

(
�1−loop (<q) − 4#2�1−loop (<C)

)
+ )4

2c2

(
2�1−loop (<+

2) + 2�1−loop (<−
2 ) + �1−loop (<+

1) + �1−loop (<−
1 )

)
︸                                                                         ︷︷                                                                         ︸

goldstone modes

+ )4

2c2

(
(� − 1)

(
2�1−loop (<, ) + �1−loop (</ ) + �1−loop (<W)

))
︸                                                                     ︷︷                                                                     ︸

gauge bosons

.

with the field-dependent mass eigenvalues, given by

Higgs boson <2
q = <2

ℎ + 3_q2 ,

goldstone modes



(<±

1 )2 =
1
2

(
<2

j ±
√
<2

j (<2
j − b16′2q2 − b2_

2
qℎ

q2)
)
,

(<±
2 )2 = (<±

3 )2 =
1
2

(
<2

j ±
√
<2

j (<2
j − b262q2)

)
,

gauge bosons




<2
,

=
1
46

2q2 ,

<2
/

=
1
4

(
6′2 + 62

)
q2 ,

<2
W = 0 ,

top quark <2
C =

1

2
62
. q

2 ,

(79)

where <2
j = <2

ℎ
+ _q2 is the Goldstone mode mass eigenvalue in the Landau gauge. Here 6 is the

SU(2) gauge coupling, 6′ the U(1) gauge coupling, and 6. the top Yukawa coupling. As the latter

dominates over the other Yukawa couplings, it is usually sufficient to consider the top quark only.

At high temperature, the bosonic contributions to the thermal potential can introduce a barrier

between the symmetric and the broken phase, as can be seen by expanding the thermal functions at

high temperatures as we a saw above:

��

(<
)

)
∼ 1

24

<2

)2
− 1

12c2

|< |3
)3

. (80)

It turns out that in the SM, the resulting cubic is too small to lead to a first order phase transition

(which would require something like positive Lagrangian parameter <2 and _2
3 > 4<2_). If the

Higgs mass was smaller, it might have been. A lattice study based on the dimensionally reduced

method introduced earlier on in these notes demonstrated that this would be the case for <ℎ . 72

GeV [30, 62–64].

While the EWPT is not a first order transition in the SM, it can be in models with an extended

scalar sector. This includes theories with extra scalar singlets, doublets, or triplets coupling to the

Higgs boson. We can demonstrate that the order of the phase transition can be changed through a

simple example in which the theory has a heavier scalar singlet, coupling to the Higgs boson like

L ∋ <̃q2B + _qBq
2B2. (81)
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At scales (much) below the mass of the singlet, this leads (besides corrections to the mass and the

quartic) to an effective dimension-6 operator in the Higgs potential, which is now of the form,22

+ (q) = 1

2
<2q2 + 1

4
_q4 + q6

Λ2
. (82)

With this potential, it is even possible to have a tree-level barrier, as we can accomodate a

positive mass squared parameter <2 and a negative self coupling parameter _. Note that this does

not mean the effective self coupling is negative in the Higgs vacuum, just like the negative Higgs

mass parameter does not mean the physical Higgs mass is negative in the SM. Fixing the physical

Higgs vev and Higgs mass in the zero temperature vacuum, the phase transition now depends on

the parameter Λ. In this effective theory, previously studied in [1, 69–73], this parameter controls

the strength of the phase transition, including its potential to lead to observable phenomenology.

3.3.2 Confinement and chiral symmetry breaking

The EWPT is an example of a phase transition related to the breaking of a gauge symmetry.

But this is not the only type of phase transition that we know to have occurred in the early Universe:

the confinement of QCD is another kind. Above the confinement scale, the SM has a global

(*! (# 5 ) × (*' (# 5 ) symmetry, where # 5 is the number of dynamical flavours in the primordial

plasma. The confinement of free quarks into hadrons lead to the breaking of this preceding chiral

symmetry to its diagonal subgroup:

(*! (# 5 ) × (*' (# 5 ) → (*+ (# 5 ).

For SM QCD, at the temperature of confinement )QCD ∼ 100MeV − GeV (the exact temperature is

a target of lattice simulations; the most recent result is 157 MeV [74]), the number of dynamical

quarks in the plasma is # 5 = 2 or # 5 = 3, depending on how you count the strange quark with

mass <B ∼ 95 MeV (sometimes this is denoted as # 5 = 2 + 1).

The order of the chiral symmetry breaking phase transition has been the topic of much debate.

Low- and high energy effective theories become unreliable in the precise regime of the phase

transition. An old and much cited argument by Pisarski and Wilczek (PW) [75] is based on the

linear Σ-model – a low energy theory of the quark bilinears in QCD which form a condensate

Σ8 9 ∼ 〈k̄' 9k!8〉. The field Σ8 9 can be decomposed into the pions and mesons (the light composite

states) of QCD:

Σ8 9 =
i + 8[′
√

2#�

X8 9 + -0)0
8 9 + 8c0)0

8 9 . (83)

In this model, one studies a Σ field Lagrangian invariant under (*! (# 5 × (*' (# 5 ):

+ (Σ) = <2
Σ
Tr

[
ΣΣ

†] − `Σ (detΣ + ℎ.2.) + _

2

(
Tr

[
ΣΣ

†] )2
+ ^

2
Tr

[
ΣΣ

†
ΣΣ

†] (84)

where the `Σ term is generated by instanton effects, and gives the [′ a mass.23 Then, chiral symmetry

breaking corresponds to the real diagonal direction obtaining a vacuum expectation value, 〈i〉 ∼ 5c .

22A complete basis of operators includes besides this potential operator also derivative couplings, see e.g. [65–68].
23See [76] for some further discussion.
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PW derived the V functions for the couplings _ and ^ in this theory, in 4 − n dimensions.

Analysing these V functions, they found that no infrared stable fixed point exists for # 5 ≥ 3. In

RGE analyses, IR fixed points are associated with continuous (second order) phase transitions [77].

Close to the fixed point, all physical quantities can be expressed as a power law in () − )2)/)2.
For a first order (non-continuous) phase transition, no such scaling behaviour is observed; the

thermodynamic variables instead exhibit discontinuities. The conclusion was therefore that for

# 5 ≥ 3 the phase transition must be first order, realised by fluctuations.

Needless to say, and also recognised by PW at the time, the argument is not water-tight. The

linear Σ model is a low-energy effective theory whose validity should break down right around the

confinement scale, due to the appearance of free quarks in the spectrum. More importantly, the 4−n
expansion might not be appropriate for an effectively 3-dimensional theory at finite temperature.

And then the anomaly term `Σ needs to be taken into account away from the limit #2 → ∞. Lattice

studies have sought to shed light on this issue, with some studies in the 90s agreeing with PW [78],

but some more recent studies not finding evidence for a first order phase transition up until # 5 = 6

[79]. For SM QCD, the consensus is that the transition is a crossover (at zero chemical potential, see

e.g. [80–82]). However, is still unclear whether a modified version in which the chiral symmetry is

larger at the time of breaking does lead to a first order transition, a possibility that has been studied

by model builders in the literature (e.g. [76, 83–85]).

Lastly, let us comment on the possibility that # 5 = 0, such that the phase transition is pure-Yang

Mills. This phase transition obviously has little to do with chiral symmetry breaking, and is simpler

to study on the lattice. In this case, the evidence points to a first order phase transition [82, 86–89].

3.3.3 Hidden sectors

A possibility which has become a popular topic of study in the previous few years, is that a

phase transition in a hidden sector took place in the early Universe. For example, a dark Higgs

mechanism is a plausible way of generating mass in a hidden sector. Unlike the Higgs sector of the

Standard Model, which has been extensively studied and constrained by collider experiments, we

have very limited knowledge about the masses and couplings in such a hidden sector. As a result,

there is a higher degree of freedom for speculation and exploration in understanding its properties

and implications.

Hidden sector phase transitions have garnered significant attention due to the possibility of

producing detectable gravitational wave signals. It is an attractive idea that even with a secluded

hidden sector – with no (appreciable) non-gravitational interactions with the SM – there is still a

discovery potential via gravitational waves, although the information that can be gleaned from such

signals is typically relatively limited, as we will see in the last section. With our results from the

previous sections, we can intuit some of the general rules of thumb for the strength of the phase

transition, which relates to its observability:

• A significant latent heat needs to be released for the phase transition to lead to an observable

gravitational wave signal, which implies that Δ+ should be of order )4 at the nucleation

temperature;

• For a thermally induced barrier, the more bosons in the theory (which gain appreciable mass

in the phase transition), the greater the effective cubic term in the potential and the stronger
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the phase transition;

• The shallower the order parameter potential (i.e. the larger the ratio E/Λ, where + ∝ Λ4), the

stronger the transition [90].

Indeed, a gravitational wave signal from a first order phase transition could only be observable if a

large fraction of the energy in the primordial plasma participated in the phase transition. Though

this does not directly point to dark matter, many proposals nevertheless connect the hidden sector

phase transition to an appreciable relic abundance.

4. Baryogenesis

It is almost self-evident that our Universe must contain more matter than anti-matter, for matter

and anti-matter can mutually annihilate. The matter-antimatter asymmetry of the Universe (or the

BAU, the baryon asymmetry of the Universe) can be measured in two different ways. The first

is using the light element abundances formed during BBN, as these processes are sensitive to the

baryon-to-photon ratio – in particular, more 4He is formed for higher ratios (see, e.g. [91]). The

second is using the positions of the peaks in the CMB (most recently by the Planck collaboration

[92]), as the baryon-to-photon ratio reduces the sound speed, moving the peaks to smaller angular

scales. The two measurements agree.24

As the baryon number density redshifts, it is convention to normalise the BAU to something

else that redshifts at the same rate, to obtain a constant number. There are two different ways of

doing this. The first is normalised to the photon number density:

[ =
=� − =�̄

=W
∼ 6.1 × 10−10

(85)

(sometimes =� is used to denote the net baryon number) and the second is normalised to the entropy

density:

[ =
=� − =�̄

B
∼ 8.6 × 10−11. (86)

The BAU could have formed across a vast range of scales in the early Universe, only bracketed

by BBN – as obvious from the above, to be consistent with the observed light element abundances

today – and the end of inflation, such that the BAU is not diluted.25 However, as we will see, in many

models the BAU must have formed before EWSB (at ) ∼ 100 GeV), because the weak sphaleron

processes form an essential component.

There is no general theory to explain production of the BAU, or baryogenesis; a vast number of

proposals exist. In this section we will study the general aspects that such theories must necessarily

address, and then we move on to study a few notable examples. Some recommended reviews of

baryogenesis, including lectures given at previous instalments of TASI, are [93–95].

24Note, however, the lithium problem: a tension between the observed abundance of 7Li in the universe and CMB

data.
25Additionally, there are constraints on isocurvature perturbations in the CMB from rolling fields during inflation.
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4.1 The Sakharov conditions

Andrei Sakharov, in 1967, formulated three conditions which theories that explain the BAU

must (generally) satisfy. The Sakharov conditions continue to be widely employed nowadays, and

they offer a practical way of framing our discussion. Models of baryogenesis must:

1. Violate baryon number conservation. This one is probably very obvious: if a theory conserves

baryon number, it cannot create more baryons than anti-baryons.

2. Violate C– and CP symmetry. The former is such that the reactions producing baryons are

not balanced by the reactions that produce anti-baryons. The latter is such that the theory

does not produce the same number of left-handed baryons and right-handed anti-baryons

(and vice versa).

3. Out-of-equilibrium reactions. If the theory establishes equilibrium, thermal processes are

balanced by their reverse processes, including the processes producing baryons. There are

exceptions to this condition however, an important one being spontaneous baryogenesis which

we will discuss below.

It is the last condition which gives the special role a first order phase transition can play in a theory

of baryogenesis. In a first order phase transition, the baryon asymmetry can be created around

the expanding bubble walls. There are other ways, however, the simplest being out-of-equilibrium

decays.

As certain Sakharov conditions are fulfilled within the framework of the SM, it is not imme-

diately obvious that the BAU is a mystery. Therefore, it is instructive to investigate the extent to

which these conditions are met within the SM:

1. The Standard Model features baryon number violation via the Bell-Jackiw chiral anomalies.

Classically, the electroweak Lagrangian conserves baryon number, i.e. m` 9�` = 0, as quarks

always appear in bilinears:

9
`

�
=

1

3

∑
8

&̄8
!W

`&8
! + D̄8'W

`D8' + 3̄8'W
`38' (87)

However, quantum mechanically, this changes to

m` 9�` =
622

16c2
�`a0 �̃0

`a
(88)

where 2 ∝ ℏ is a constant (2 → 0 in the classical limit) and where �0
`a (with �̃0

`a =

n`adf�
df0) is the electroweak gauge field strength.

It turns out that sphalerons, solutions to the electroweak field equations, mediate non-

perturbative processes which can change anti-leptons into baryons and vice-versa. An

example of a sphaleron process would be:

ā4 ā` āg → D!3!3!2!1!3!C!1!1! .
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This process has lepton number Δ! = 3, baryon number Δ� = 3, Δ(� − !) = 0 – sphalerons

violate � + ! and conserve � − !. Sphalerons only couple to left-handed quarks as they are

part of the weak sector of the SM.

In the broken phase, sphaleron transitions have a rate

Γsph ∝ 4−�sph () )/) (89)

where �sph() ) is the sphaleron energy, which depends on the masses of the weak gauge

bosons (and therefore on the vev of the Higgs field q). The transitions are in equilibrium for

Γsph > �, which happens before EWSB. In equilibrium, sphalerons realise

3`� +
3∑
8

`8! = 0 (90)

where the sum is over all lepton generations. Thus, they communicate a lepton asymmetry to

a baryon asymmetry and vice versa. After EWSB, the sphaleron energy becomes large, and

the transitions are exponentially shut off.

2. The weak sector of the SM violates C-symmetry (in particular in the absence of right-handed

neutrinos). The SM also features CP violation through the phases in the CKM and PMNS

matrix. Because in general these phases are not invariant under redefinitions of the quark

fields, a popular invariant to use is the Jarlskog invariant [96]:

� = 2122
2
13223B12B13B23 sin X ∼ O(10−5) CKM matrix

where the 2’s and B’s are cosines and sines of angles in the CKM matrix, and X is the complex

phase. In the PMNS matrix there is currently only an upper limit on �, though the phase

might be measured in future experiments such as DUNE.

We can estimate the amount of CP violation realised by the complex phase in the CKM matrix

as �×(<2−<D) (<C−<2) (<C−<D) (<B−<3) (<1−<B) (<1−<3)/)12 ∼ 10−20 ≪ [. Thus,

the amount of CP violation in the CKM matrix is not large enough to realise baryogenesis

within the SM.

3. In the previous section, we have already established that we do not expect a first order phase

transition in the context of the SM, but we might investigate whether out-of-equilibrium

decays are expected to happen. In the early Universe, particles of mass < and (dominant)

coupling 6 feature out-of-equilibrium decays if

Γ ∼ 62<

4cW
< � (91)

where W = 〈�〉 /< ∼ 1 for < > ) . Assuming radiation domination, this implies an upper

limit for the involved coupling of

6 <

√
4c<

√
6∗"?

(92)
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if we conservatively assume the decay happens when < ∼ ) . This means that for particles

with masses around the weak scale, the couplings would have to be extremely small to lead

to out-of-equilibrium decays.

Thus, it is not possible to explain the BAU within the SM, and its existence can be taken a

piece of evidence that new physics is needed. BSM theories can realise baryogenesis in a variety

of different ways, often taking advantage of one (or more) of the conditions already present in the

SM. In the following we will discuss a few important examples.

4.2 Models of baryogenesis

After examining the general conditions of baryogenesis, we will now delve into a few specific

examples to illustrate the concept further. It is important to note that these examples are not intended

to provide an exhaustive analysis. Nonetheless, they will help develop a better understanding of how

the Sakharov conditions can be met in the early Universe and how new physics can be employed to

explain the Baryon Asymmetry of the Universe (BAU).

4.2.1 Electroweak baryogenesis

In theories of electroweak baryogenesis (EWBG),26 the Sakharov conditions for the generation

of the matter-antimatter asymmetry are satisfied at the electroweak (EW) scale. The EWPT is a

first order process, in which bubbles with 〈ℎ〉 = Eℎ are nucleated in a background with 〈ℎ〉 = 0. As

the EWPT is not first order in the SM, models of EWBG typically include an extended scalar sector

(including an extra singlet, for example, or a second Higgs doublet).

Besides the first order phase transition, the CP violation of the SM also needs to be enhanced.

Usually, the CP-violating source term is given by the complex spatially varying mass term of a

fermionic field:

L ∋ −< (I)k̄!k' − <∗(I)k̄'k! with < (I) = |< (I) |48\ (I) = <' (I) + 8<� (I) (93)

where I is the coordinate perpendicular to the bubble wall. In this case, when the fermion is

decomposed into a left-handed and a right-handed chiral component, the Dirac equation will split

into two coupled EOM with opposite signs in front of the mI propagation term, meaning that the

chiral components propagate differently in the I direction. Note that electric dipole moment (EDM)

constraints, in particular of the electron, severely constrain what CP violating sources are still

allowed.

The SM does already contain processes which can violate baryon number: the EW sphaleron

transitions. EWBG takes advantage of these transitions, which only occur for ) & Eℎ, so only

outside of the expanding bubbles.

The moving bubble walls separate particles in the plasma, see Fig. 2. After scattering with

the bubble wall, the particles diffuse in the plasma. The typical diffusion time can be estimated by

equating the diffusion length 3diff =
√
�̄C (where �̄ is an effective diffusion constant, from Fick’s

law), with the distance the wall has moved in a particular time interval 3wall = EF C:√
�̄C = EF C → Cdiff =

�̄

E2
F

. (94)

26For reviews, see e.g. [97].
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Figure 2

The effective diffusion time Cdiff determines which processes need to be taken into account when

considering the CP violating number densities in front of the bubble wall. For example, besides the

CP-violating source, there may be interactions which dilute the number density.

In front of the bubble walls, then, the EW sphalerons convert the CP asymmetry (in partic-

ular, the assymmetry in left-handed particles over their anti-particles =! − =̄! , as sphalerons are

configurations which interpolate between distinct SU(2)! vacua) into a baryon asymmetry:

m` 9
`

�
= −

# 5

2
[21=� + 22=! ] (95)

where 21,2 are constants which depend on the weak sphaleron rate. The weak sphaleron rate is

much slower than both the timescales of interactions with the bubble wall producing a net =! and

the diffusion ahead of the bubble wall, so the steps are effectively decoupled (one first computes =!
and then evaluates the sphaleron production of =�).

The EW sphalerons are active before EWSB: the transitions are proportional to Γsph ∝
exp(−�sph() )/) ) where �sph() ) is the sphaleron energy (which grows as ) falls), which is pro-

portional to the masses of the EW gauge bosons. The sphalerons are in equilibrium if Γsph > �.

Therefore, the sphaleron rate is suppressed if Eℎ/) & 1, in the interiors of the bubbles. This needs

to be the case, because otherwise the net baryon number created in front of the expanding bubble

walls is erased again inside the bubbles. The sharp turnoff of sphaleron processes across the wall

solidifies the BAU.

Figure 3 gives an overview of the calculation of the BAU in EWBG. As is seen in this figure,

there are two different methods in which the CP-violation in front of the bubble wall is established.

There is the well-established semi-classical method [98–100] – the top route in the diagram. This

method relies on the typical de Broglie wavelengths of the particles being small compared to the

bubble wall width (!3�/!F ≪ 1), and an on-shell (OS) relation. The alternative approach to

36



P
o
S
(
T
A
S
I
2
0
2
2
)
0
0
3

TASI lectures on Phase Transitions, Baryogenesis, and Gravitational Waves

ℒ(ϕ,ψ, A, . . . )

Definition of fields


and interactions

Constraint and  

kinetic equations 

for the Green 


functions

CP-violating source


and CP-conserving 

relaxation rate

Boltzmann


equations

Diffusion


equations

Baryon 

asymmetry

CP-violating 

densities

CTP


+  

2PI

GE


+  

OS

VIA


+ 

OS

M

NS

NS

FL

WS

CTP


2PI


GE


OS


M


NS


VIA


FL


WS

Closed time path approach


2-particle-irreducible effective action


Gradient expansion


On-shell relation


Moments


Numerical solution


Vev-insertion approximation


Fick’s law


Weak sphaleron integration

Figure 3: Schematic overview of the computation of the baryon asymmetry in EWBG calculations. From

[3].

derive the diffusion equations uses the so-called VEV-insertion approximation (VIA) [101–104], in

which the VEV-dependent part of the mass is treated as a perturbation on top of the thermal masses.

The VIA relates the self-energy and the Green’s function. Then, the CPV source and relaxation

rate enter into the diffusion equations obtained from Fick’s law. For O(1) couplings between the

CP-violating particle and the scalar field the VEV expansion should break down, though the VIA

is still a topic of active debate outside this regime [105–110].

4.2.2 Spontaneous baryogenesis

The mechanism called spontaneous baryogenesis [111] is an interesting counter-example to

the universal validity of the Sakharov conditions, as it can happen in thermal equilibrium. There

are a lot of different implementations of the mechanism, which share a few basic features. Namely,

there is a term in the Lagrangian of the form

L ∋
m`q

5
9
`

�
(96)

where q is a scalar particle, usually a pseudo-Nambu Goldstone boson of the breaking of a global

* (1) symmetry (could be gauged baryon number), 5 is some scale (if q is a pNGB it is the

corresponding decay constant), and where 9
`

�
is the baryon current (87).

Then, one assumes q is spatially homogeneous, for example as it is smoothed out by inflation,

which means

m`q ∼ mCq → m`q 9
`

�
∼ mCq 90� = mCq =� (97)

recognising that the 0-component of a current is a number density, and

=� ≡
∑
8

=8 − =̄8 . (98)

Then, if q starts to roll, it acts like a baryon chemical potential

¤q
5
= `� → L ∋ `�=� . (99)
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and breaks CPT dynamically. We can further write

=8 − =̄8 = 68

∫
33?

(2c)3

[
1

4 (?−`8 )/) + 1
− 1

4 (?+`8 )/) + 1

]

=
68

6
`8)

2

(
1 + O

(
`2
8

)2

))
.

(100)

In the presence of B-violating interactions which freeze out at some) 5 , another necessary ingredient

for spontaneous baryogenesis, the final baryon number is thus given by,

=� ∝
¤q
5
)2

����
) =)5

. (101)

Note that eventually the system falls to its ground state which has ¤q = 0, such that if the baryon

number violating interactions do not freeze out before this, eventually the Universe would relax to

� = 0.

A variation to spontaneous baryogenesis is QCD baryogenesis [83, 84], which relies on an

early cosmological period of confinement. Such a period could be realised by a modification to the

gluon kinetic term, i.e.

−1

4

(
1

62
B,0

+ (

"∗

)
�0

`a�
0`a (102)

where ( is a SM singlet, "∗ some mass scale, and 6B,0 the strong coupling in the absence of (. Now,

one can derive the running of the effective strong coupling, which leads to a confinement scale

ΛQCD(E() = Λ04
24c2

2#5 −33
E(
"∗ (103)

where Λ0 is the QCD scale for E( = 0 (note that this does not need to coincide with the SM value;

we may live in a vacuum with E( ≠ 0). Now for E( < 0 QCD confines earlier, and may even confine

before EWSB. If this is the case, QCD confinement could be a first order phase transition, as all the

SM quarks are light before it happens. Moreover, confinement causes EWSB, as the quark yukawa

couplings give a linear term in the Higgs potential,

+ (ℎ) ∋ H 〈@̄@〉 ℎ ∼ HΛ3
QCDℎ. (104)

This means that the sphaleron processes are active before confinement, but freeze out at the high

confinement scale.

Now, the QCD axion may play the role of the field q in (96). In QCD axion models, the

strong sector of the SM may feature CP violation before confinement. At the QCD scale, the

axion potential switches on, and dynamically relaxes the CP-violating \̄-angle to zero. The action

potential can be related to the
〈
��̃

〉
condensate as

UB

8c

〈
��̃

〉
= <2

0 5
2
0 sin \̄ (105)

Then, the CP-violation in the strong sector could be communicated to the weak sector through the

[′ meson, which talks to both ��̃ and ,,̃ .
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Finally, the resulting chemical potential can then be estimated as

`� ∝ 1

5 2
c<

2
[′

3

3C

[
sin \̄ <2

0 5
2
0

]
(106)

in particular as <0 () ) evolves, this will be non-zero.

Of course, we live in a vacuum with ΛQCD ∼ 1 GeV, which we know from e.g. meson masses.

Therefore, the period of early confinement needs to be followed by either a deconfinement phase

transition, or a relaxation processes. Details of how that may occur in a minimal model can be

found in [84, 112].

4.2.3 Affleck-Dine baryogenesis

The Affleck-Dine mechanism provides a way of generating the BAU during and after inflation

[113]. The mechanism requires the existence of flat directions with non-zero baryon number: scalar

fields charged under � (or !, or � − !) with a shallow potential, which are typically motivated in

the context of supersymmetry. In its simplest form, the Affleck-Dine field is a complex scalar field,

with a potential that looks like

+ (q) = 1

2
`2q2 + 1

4
_q4 + 1

4
_′

(
q4 − q∗4

)
. (107)

Clearly, the last term breaks the U(1) symmetry otherwise associated with the field. If+ (q)1/4 ≪ �

during inflation, the field is stabilised by Hubble friction: the field is not in thermal in equilibrium.

If this happens at nonzero 〈q〉, it is clear CP is also broken.

As inflation ends and the universe reheats, the complex q field begins to oscillate around its

potential minima. Due to the _′ term, the Affleck-Dine field experiences a complex phase evolution

as it oscillates. This rotation gives rise to the creation of a nonzero baryon number density (the

zeroth component of the baryon current carried by q),

=� = 82�
( ¤q∗q − q∗ ¤q

)
(108)

where 2� is the � charge of the Affleck-Dine field. As the amplitude of oscillations redshifts away,

the first few oscillations give the dominant contribution to the generated baryon asymmetry.

For high scale inflation, the electroweak sphalerons are still active after the creation of baryon

number by the Affleck-Dine mechanism. In this case, the sphalerons will redistribute some of the

created baryon number into lepton number [114]. However, as the electroweak sphalerons only

violate � + !, a net asymmetry remains.

4.2.4 Leptogenesis

To finish this section, let us briefly consider a class of models of baryogenesis where the

departure from thermal equilibrium comes from decays. In theories of leptogenesis, decays of

heavy sterile neutrinos create a lepton number asymmetry, which can then be converted to a baryon

number by the electroweak sphalerons [115]. In these scenarios, the heavy sterile neutrinos can

play a double role, as they can also function to explain the light neutrino masses via a type-1 seesaw

39



P
o
S
(
T
A
S
I
2
0
2
2
)
0
0
3

TASI lectures on Phase Transitions, Baryogenesis, and Gravitational Waves

model. The SM Lagrangian is supplemented a Majorana mass for the sterile neutrinos # as well as

by an interaction27

L ∋ −1

2
"##2 − _!�# + ℎ.2. (109)

where _ is a coupling, ! a left-handed SM lepton, � the Higgs doublet, and # the sterile neutrino.

This interaction can give rise to the following decays,

# → !� or # → !̄�̄.

the first of which violates lepton number by Δ! = 1, and the second violates it by Δ! = −1. It

is clear that if these processes occur at the same rate, the net lepton number generated is zero.

However, CP-violation comes from the interference between the tree-level decay diagram and the

1-loop diagram, such that Γ(# → �!) < Γ(# → �̄ !̄). In particular, in the scenario where

there are three right handed neutrinos with "1 ≪ "2, "3, the interference between the different

diagrams implies,

n =
Γ(#1 → �!) − Γ(#1 → �̄ !̄)
Γ(#1 → �!) + Γ(#1 → �̄ !̄)

∝
∑

0=2,3 Im
[
(_†_)2

01

]
"1
"0

(_†_)11
.

(110)

The produced lepton asymmetry is not the end of the story, as the decay products can thermalise

and give rise to so-called washout processes, include lepton-number-violating scatterings, decays,

and inverse decays, which can reduce the produced asymmetry. It is possible to set constraints on

the masses in couplings in the neutrino sector from the avoidance of washout and the necessity of

out-of-equilibrium decays .

The resulting baryon number can be expressed in terms of the final baryon number, noting

that the EW sphalerons will drive � + ! → 0. This implies �8 = (�8 + !8)/2 + (�8 − !8)/2 →
(� 5 − ! 5 )/2 = � 5 such that if leptogenesis produces an initial !8 , the resulting baryon number

after sphaleron processes is � 5 ∼ −!8/2 (a more detailed calculation shows a slight departure from

this relation, see [114]).

5. Gravitational waves from the Early Universe

Much of the present interest in primordial first order phase transitions can be explained by the

prospect of detecting a stochastic gravitational wave background in the near future. As we will see,

first order phase transitions represent one of the early Universe phenomena that could give rise to

such a spectrum. If this signal were to be detected, it would provide us with the earliest known probe

of the Universe. In this section, we will explore the anticipated phenomenology by first revisiting

the fundamental aspects of gravitational wave sources and detection, followed by an examination

of gravitational wave backgrounds.

27I am using simplified notation here, for example suppressing generation indices. For a more complete treatment,

please refer to reviews such as [116–118].

40



P
o
S
(
T
A
S
I
2
0
2
2
)
0
0
3

TASI lectures on Phase Transitions, Baryogenesis, and Gravitational Waves

5.1 Gravitational wave basics

The simplest way to get some intuition for gravitational waves is through linearized gravity,

6`a = [`a + ℎ`a , (111)

where [`a is the Minkowski metric of flat space and ℎ`a is a small perturbation. Here the Greek

indices run over space-time dimensions: `, a = 0, 1, 2, 3. From Einstein’s field equations (to linear

order in ℎ`a), one can obtain a wave equation for the (massless) metric perturbation ℎ`a , where the

source term is given by the energy-momentum tensor of the GW-source:28

�ℎ`a = −16c�#)`a , (112)

where the � operator is the d’Alembertian: � = m`m
`.29 To derive this equation, one has to assume

the Lorentz gauge, maℎ`a = 0.

One thing that we can immediately examine is the what degrees of freedom live in ℎ`a .

Because ℎ`a is a symmetric rank 2 tensor, it has in principle 10 independent components. However,

not all of these correspond to physical degrees of freedom: four of these are gauge degrees of

freedom (corresponding to coordinate transformations). In fact, in deriving the wave equation, we

have already had to assume the Lorentz gauge, fixing four components. If we are interested in the

propagation of the wave, we solve the wave equation outside the source, �ℎ`a = 0. This can be

used to determine four more components, so we should end up with 10 − 2 × 4 = 2 propagating

degrees of freedom. Typically, one fixes the gauge further into the transverse-traceless gauge (TT,

meaning ℎ
`
` = 0, ℎ0` = 0, and m8ℎ8 9 = 0) and the two independent components are the + and ×

polarisations of the wave. We can find an example: if we consider ℎ`a to be a monochromatic wave

traveling in the I-direction, it will take the following form in the TT gauge:

ℎTT
`a =


ℎ+

©«



0 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 0



ª®®®®¬
+ ℎ×

©«



0 0 0 0

0 0 1 0

0 1 0 0

0 0 0 0



ª®®®®¬


48:I . (113)

The TT components are actually the only radiative components of ℎ`a ; the fact that further compo-

nents obey a wave equation in the Lorentz gauge is a gauge artifact.

Just as in electrodynamics, the linear wave equation (112) can be solved by a retarded Green’s

function:

ℎTT
8 9 (C, x) = 4�#Λ8 9,:;

∫
33G ′

1

|x − x′ | ):; (C − |x − x′ |, x′) (114)

where Λ8 9,:; = %8:% 9; −%8 9%:;/2 with %8 9 (n̂) = X8 9 −=8= 9 (where n̂ is a unit vector in the direction

of propagation, e.g. n̂ = (0, 0, 1) in our case above) is the transverse-traceless projector. As

28This is actually a wave equation for the trace-reversed metric perturbation ℎ̃`a = ℎ`a − [`aℎ/2 where ℎ = ℎ
`
` (note

that this means that ℎ̃ = −ℎ) and I have dropped the tilde, but for our purposes the difference is unimportant. See e.g.

Refs. [119, 120] for more detailed introductions to this equation and the solutions discussed in this section.
29Contrary to some of the literature on gravitational waves, I will continue to use particle physics units 2 = 1 but

�# ≠ 1.
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this solution is in the TT gauge, it only features spatial dimensions (8, 9 = 1, 2, 3); the temporal

contribution can be related to it using energy-momentum conservation.

The solution to the wave equation (114) is not in general not very insightful. However, in many

cases, we can learn a lot from its limiting behaviour. For example, if the distance A to the source is

large compared to the typical size of the source, we can replace |x − x′ | ≈ x = A:

ℎTT
8 9 (C, x) =

4�#

A
Λ8 9,:;

∫
33G ′):; (C − A, x′) . (115)

The replacement in the time argument of):; corresponds to the assumption that the motion inside the

source is non-relativistic (i.e. E ≪ 1). With a bit of massaging (taking advantage of the conservation

of the energy-momentum tensor to write
∫
33G)8 9 =

∫
33Gm2

C ()00G8G 9)/2+ total derivatives), (115)

can be recognized as the first term in the expansion in spherical harmonics: the quadrupole (i.e.

ℎ8 9 = ℎ
[quad]
8 9

+ ...). It can be rewritten as

ℎ
[quad]
8 9

=
2�

A
Λ8 9,:;

¥&:; where &8 9 =

∫
33G d(C, x)

(
G8G 9 −

1

3
A2X8 9

)
(116)

which, as we anticipated, depends only on spatial dimensions. &8 9 is the quadrupole moment

tensor of the source (the dots denote time derivatives), and d(C, x) is a time-varying mass density

distribution.

We made some assumptions in this derivation, most importantly the validity of the linearised

version of the Einstein equations. This linearised version is not always valid; in particular, as

gravitational waves cary energy, ℎ`a itself should affect the metric. However, it turns out that

it is straightforward to generalise the derivation, and all that it will cost is a replacement of the

stress-energy tensor by )`a + C`a , where C`a is a pseudo-tensor (constructed from ℎ`a) which takes

into account the backreaction of ℎ`a on the metric. In situations where self-gravity dominates,

C`a describes the gravitational binding energy. Thus, the quadrupole formula can be applied to

situations like binary mergers.

Let us consider the result (116) for a moment. Unlike electromagnetism, which features

dipole radiation, gravitational waves are generated by accelerated sources with nonzero quadrupole

moments (or, in principle, higher order multipoles). One way to explain the difference is using

the fact that in electromagnetism you have opposite charges (positive and negative electric charge),

whereas in gravity, the charge (mass) is positive definite. Dipole moments describe the distribution

of charge away from some centre in some direction, so if the charges have equal sign and the center

of mass is picked as the center, they vanish. In contrast, quadrupole moments do not depend directly

on the sign of the charges.30

There are a few practical lessons we can learn from the quadrupole formula for a single source

(116). An obvious one, which nonetheless gives some good first intuition, is that spherically

symmetric systems do not generate gravitational waves. Moreover, static or uniformly moving

systems do not generate gravitational waves either: acceleration is needed.

To get some intuition for the types of sources that generate observable gravitational waves, we

can make a very naive estimate of the size of ℎquad. Using dimensional analysis, ¥& should have

mass dimension one. Let us take it to be ¥& = 60 "⊙, the mass of a very large black hole. For A,

30In general relativity, the monopole describes the total amount of mass.
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let us take A = 140 × 106 ly, the distance to the first binary NS merger measured by LIGO – one

of the more nearby ones. These two numbers imply together that ℎquad ∼ 10−19: a very small,

dimensionless number, despite the large “source” we chose. The reason is of course that Newton’s

constant makes for a very small coupling constant. This is why only gravitational waves from

enormous and relatively nearby sources can be observed.

On that topic of detection, let us make one last remark about (116). Gravitational waves get

weaker with 1/A, not with 1/A2, like the gravitational force itself. The total energy of the quadrupole

radiation would fall off with 1/A2, but that is not what gets detected. Unlike photon detectors, which

absorb EM radiation, gravitational wave detectors measure the deplacement of test masses by the

action of a gravitational waves. Therefore, the signal is proportional to the amplitude of the wave,

and only falls off as 1/A. This allows future gravitational wave detectors to look back at very high

redshifts compared to EM telescopes.

5.2 Stochastic gravitational wave backgrounds

The results in the previous section apply to transcient signals: binary mergers of compact objects

which are “loud” enough to be individually observable, and perhaps other sources such as supernova

explosions. While it is still true that for an observable signal, an energetic changing quadrupole

moment is needed, gravitational waves from the early Universe fall into a different category: that

of stochastic gravitational wave backgrounds (SGWB). This category includes gravitational waves

from first order phase transitions, as we studied earlier in these notes. Much like the CMB, such

gravitational wave sources are observable via their power spectrum.31

To compute the SGWB power spectrum, we will use two-point correlators. For example, to

find the energy in a stochastic gravitational wave background (SGWB), one might expect to need

to compute the two-point correlator of the energy-momentum tensor (and in particular its TT part):

〈)8 9 (G)) 8 9 (H)〉. It is useful to use a plane wave decomposition,

ℎ8 9 (C, G) =
∫ ∞

−∞
35

∫
(2

32
Ω: ℎ8 9 ( 5 , :) 42c8 5 (C−: ·G/2)

=

∑
�=+,×

∫ ∞

−∞
35

∫
(2

32
Ω: 4�8 9 ℎ�( 5 , :) 42c8 5 (C−: ·G/2)

(117)

For a stochastic background, the Fourier coefficients ℎ�( 5 , :) are random variables; their ensemble

averages are more interesting. The 4�
8 9

are again polarisation tensors. Since our stochastic back-

ground will consist of waves with all possible propagation directions (labeled by :), we can no

longer use the transverse-traceless gauge to assume 8, 9 = 1, 2. Instead, the indices need to go from

1 to 3.

We are interested in cosmological sources, such that our stochastic background is stationary

(in time), approximately Gaussian (i.e. all n-point functions can be expressed in terms of two-point

functions 〈ℎ�ℎ�′〉), and isotropic. Most cosmological stochastic backgrounds are also unpolarised,

although there are some examples which have definite polarisation (gauge boson production after

axion inflation, for example). The SGWB due to first order phase transitions is not expected to be

31Note that binary mergers also contribute a stochastic gravitational wave background, which is the sum of all binary

merger signals which are cannot individually be resolved.
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polarised, such that the two point function of Fourier coefficients ℎ�( 5 , :) can be characterised by

the so-called spectral density (ℎ:

〈ℎ∗�( 5 , n̂)ℎ�′ ( 5 ′, n̂′)〉 =

stationarity︷     ︸︸     ︷
X( 5 − 5 ′)

isotropy︷       ︸︸       ︷
X (2) (n̂, n̂′)

4c

unpolarised︷︸︸︷
X��′

1

2
(ℎ ( 5 )

(118)

where the 4c is just a normalisation choice, such that integrating (118) over n̂ and n̂′ leads to

X( 5 , 5 ′)X��′(ℎ ( 5 )/2 (as 32n̂ = 3 cos \3q). The same goes for the factor 1/2: a normalisation

choice.

The correlator (118) implies that

〈ℎ8 9 (C)ℎ8 9 (C)〉 = 4

∫ ∞

0
35 (ℎ ( 5 ) (119)

where the 4 follows from the normalisation of the polarisation tensor. In experiments, the spectral

density (ℎ can be compared with the strain noise (=. An equivalent definition that is sometimes used

is the signal characteristic strain amplitude ℎ2 , which for a stochastic gravitational wave background

is defined by

〈ℎ8 9ℎ8 9〉 = 2

∫ 5 =∞

5 =0
3 log 5 ℎ2

2 ( 5 ) (120)

such that ( 5 and ℎ2 are related by

( 5 =
1

2

ℎ2
2

5
. (121)

For cosmological sources we are often interested in the energy density of the gravitational wave

background. This is given by32

dGW =
1

32c�#

〈
¤ℎ2
8 9 (C, x)

〉
. (122)

For cosmological sources, the energy density in the SGWB is often written in terms of the critical

energy density d2 using the parameter ΩGW( 5 ),

dGW =

∫ 5 =∞

5 =0
3 log 5

3dGW

3 log 5

≡ d2

∫ 5 =∞

5 =0
3 log 5 ΩGW( 5 )

(123)

where d2 = 3�2
0/8c�# is the critical energy density. This definition of ΩGW( 5 ) can be a little

confusing; as can be seen, it is the quantity which, when integrated over log 5 , yields the fractional

energy density in gravitational waves ΩGW = dGW/d2.

32Fun fact: for some time, it was controversial whether gravitational waves carried energy or not. If you’re curious,

look into the “sticky bead” gedanken experiment.
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5.3 Gravitational waves from phase transitions

As we have seen, first order phase transitions are described by the nucleation of spherical field

configurations, “bubbles”, of true vacuum in a background of false vacuum. Critically sized bubbles

subsequently expand. However, we have also seen that spherically symmetric configurations cannot

generate gravitational waves. It is only when expanding bubbles collide, and when the accompanying

plasma shells collide, that gravitational waves are sourced [121, 122].

Thus, there are three main sources of gravitational wave generation during (and after) a first

order phase transition: the collisions of the walls of the bubble, the plasma shells which move at

the speed of sound, and the turbulence in the plasma which results from the decay of this motion.

Which contribution to the spectrum is most important depends on how the latent heat of the phase

transition is released. The collisions of the scalar field shells themselves carry most energy in the

so-called runaway transitions discussed in an earlier section, where WF → ∞. Away from this limit,

the latent heat goes into acoustic motion of the plasma, which has a finite lifetime before it decays

into turbulence.

The calculation of the GW spectra has been approached both analytically (e.g. [123–125]) and

through simulations (e.g. [126–128]). For the scalar field contribution, an oft-employed approx-

imation is called the envelop approximation, and considers the bubble walls to be infinitesimally

thin and to disappear immediately upon collision. In hydrodynamical simulations, correlators of

the )`a can be extracted from the relativistic plasma during and after the transition.

We have previously looked at two different scenarios for bubble expansion: deflagration

and detonation, distinguished by the bubble wall speed compared to the speed of sound in the

plasma. The most relevant situation for gravitational wave production is the detonation case, both

because this scenario produces the largest spectra and because this scenario is most likely realised

for interesting scenarios.33 The envelope approximation works particularly well for detonations,

because the kinetic-energy density is concentrated in a thin shell near the bubble wall.34 Moreover,

because of the supersonic wall speed, the collisions do not affect the propagation of the parts of the

bubble wall which have not collided yet.

Even without doing a detailed calculation of the gravitational wave spectrum, it is possible

to make a few estimates. This is because the typical frequency of a gravitational wave signal that

originated in the early Universe today is largely determined by cosmological redshift. In other

words,

50 =
0(C∗)
0(C0)

5∗

∼ 7.8 × 10−16

(
106

6∗()∗)

)1/3 (
100 GeV

)∗

)
5∗

(124)

where the subscript 0 indicates a value today and the ∗ indicates the value at emission. Here 6∗ is

the number of degrees of freedom. The second line follows from the conservation of entropy during

radiation domination (s.t. 6∗ ()∗))3
∗ 0

3
∗ = 6∗,0)3

0 0
3
0 → 0∗ = ()0/)∗) (60/6∗)1/300).

33There is friction on the bubble wall from interactions with the plasma, and transition radiation. However, this is not

typically large enough of a break to realise EF < 2B .
34A fully analytic calculation the reader is referred to [123].
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The typical frequency at production 5∗ can be estimated using the parameter V, a typical rate

of the phase transition. Remember that the false vacuum decay rate was proportional to 4−(� /) .

We can expand the exponentiated quantity around a particular time C ′,

(�

)
=

(�

)

����
C=C′

+ (C − C ′) 3

3C

(�

)

����
C=C′︸       ︷︷       ︸

−V

+O(C − C ′)2

(125)

defining the parameter V = 3/3C(�/) , such that

Γ = Γ(C ′)4V (C−C′) . (126)

If the time C ′ is chosen to be some characteristic time during the transition (for example the nucleation

time), V is often said to be the rate of the phase transition, and V−1 its typical duration.

Associating 5∗ with V, V ∼ 5∗, we can write

50 ∼ 7.8 × 10−16

(
106

6∗ ()∗)

)1/3 (
100 GeV

)∗

)
�∗

V

�∗

∼ 10−5

(
6∗ ()∗)
106

)1/6 (
)∗

100 GeV

)
V

�∗
Hz

(127)

using that V is usually normalised to the Hubble rate at the time of the transition. A more detailed

calculation takes into account wall velocities away from EF = 1, as well as the fraction of space-time

volume which has not decayed yet to estimate the bubble radius at collision to be ' = (8c)1/3EF/V
and 5 ∼ '−1, see [129, 130].

The ratio V/� can be calculated for a given transition, and is usually O(10− 103). Note that if

V . �, the phase transition is not expected to complete. Fixing V/� = 100, and using 6∗ = 106 as

in the SM (noting that 50 does not depend on the latter strongly), we can estimate the frequencies of

phase transitions happening in the early Universe. For example, a phase transition happening at the

weak scale, )∗ = 100 GeV, implies a gravitational wave spectrum today peaking at 50 ∼ 10−3 Hz,

whereas a phase transition happening at )∗ = 106 GeV would peak at 50 ∼ 10 Hz. We can compare

this with the typical frequency windows of experiments from which you can see that weak-scale

phase transitions are in the range of space-based interferometers, explaining the interest into probing

electroweak baryogenesis with LISA [131]. To explain the very recently confirmed low-frequency

SGWB in pulsar timing arrays [132–135], the temperature of the phase transition would have to be

much lower.

In these notes, we will not attempt to derive the amplitude of the SGWB from phase transitions,

referring instead to results of simulations. Assuming the sound wave spectrum dominates these

give [128, 136],

ℎ2
Ωsw( 5 ) = 8.5 × 10−6

(
100

6∗

)1/3
^2
5

U2

(1 + U)2

(
�∗
V

)
(sw ( 5 )

(
1 − 1

√
1 + 2�∗Csw

)
, (128)

^ 5 =
U

U + 0.083
√
U + 0.73

, (129)
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where (sw ( 5 ) encodes the frequency dependence; at the peak, (sw( 5 ) = 1. Here Csw denotes the

timescale on which acoustic waves are active, as eventually the plasma shells decay into turbulent

motion. One would expect this to happen on timescales [137, 138]

�∗Csw =
2(8c)1/3√1 + U√

3U ^ 5 V/�∗
, (130)

such that the faster the transition, the smaller the bubbles are at coalescence, and the faster the decay

of the motion in the plasma into turbulence.

Lastly, about the spectral shape, we can make the following comments, borrowing an argument

from [139]. We expect the energy density to go like dGW ∝
〈 ¤ℎ8 9 ¤ℎ8 9 〉 ∝ 5 2%B ( 5 ), where we have

assumed ¤ℎ ≃ 5 ℎ and where %B ( 5 ) is some power spectrum. At frequencies smaller than the inverse

of a characteristic length of the phase transition (for instance the inverse size of the bubbles at

collision), 5 < 5peak, we do not expect the power spectrum %B ( 5 ) to scale with 5 . Then, we find

ΩGW( 5 ) ∝ 3dGW

3 log 5
∝ 5 3 5 ≪ 5peak. (131)

At frequencies larger than the characteristic length, %B ( 5 ) has a negative power, to keep the total

energy in gravitational waves finite. How quickly ΩGW( 5 ) falls off depends on how coherent the

source is, and typically differs for gravitational waves generated by plasma motion and scalar field

shells.

6. Conclusions and outlook

The prospect of detecting gravitational wave signals from the pre-BBN Universe has reinvig-

orated research into cosmological first order phase transitions and related models of baryogenesis.

These are mature research directions, with seminal works originating in the 1970s, 80s, and 90s.

However, many significant technical challenges still lay ahead in characterising primordial gravita-

tional wave spectra accurately, some of which we have identified in these notes.

These notes started with an introductory overview of thermal field theory and a relatively

in-depth discussion (in comparison to other topics in this work, certainly not in comparison with

the literature) of false vacuum decay. I have found that studying these topics helped me develop

a deeper understanding and greater appreciation of field theory. In my opinion, there are still

great opportunities for technical developments in these areas, in particular in situations where the

usual perturbative expansions are not reliable. This technical progress is essential to complement

the many model-building efforts that are already flourishing, as it is required to make accurate

phenomenological predictions. The same is true for calculations of the baryon asymmetry generated

during first order phase transitions, though we spend less time on such in-depth calculations here.

As gravitational waves were not introduced by any other lecturer at TASI 2022, I included

a quick introduction to the topic. This was meant to develop some intuition for the types of

events that could generate gravitational waves, before moving on to stochastic backgrounds such

as generated by primordial sources. Research on the gravitational wave phenomenology of first

order phase transitions has to great extend been driven by enormous progress on hydrodynamical

simulations of early-Universe bubble dynamics in the last decade. These notes have not focused
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on this aspect of the predictions – primarily because this is not my area of expertise – but there is

a substantial amount of important ongoing research in this field, including on accurately capturing

magnetohydrodynamic turbulence.

In conclusion, the study of gravitational waves from phase transitions is a rapidly expanding

field. The significant technical challenges are matched by the promise of this program, as it has the

potential to provide profound insights into our understanding of the universe and its history. I hope

that these notes are useful to anyone interested in contributing to this active area of research.
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