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Rapporteur’s summary of CRI in ICRC2023

1. Receiving a baton as “rapporteur in Japan”

In the sweltering heat of Japan’s hottest season, the 38th International Cosmic Ray Conference
(ICRC2023) was held in Nagoya at Nagoya University. With more than one thousand enthusiastic
on-site participants, ICRC2023 was the first in person ICRC held since the beginning of the COVID-
19 pandemic. To enable maximum participation the conference was streamed online, making it
the first hybrid (both onsite and online) ICRC. A glimpse of the conference activities is shown in
Figure 1.

In this proceedings, I summarize contributions from the “cosmic ray indirect” (CRI) sessions,
constituting 128 oral presentations, 211 posters, and 6 related plenary talks. Although challenging
(and exhausting), it was a great opportunity to discover not just the latest scientific results, but also
the next-generation of cosmic ray scientists. The detailed and intriguing discussions I had with
students and younger members in the field left me feeling confident in the future of cosmic ray
research. I sincerely thank the contributors to the CRI sessions for your productive and fruitful
discussions. I would also like to express my deepest appreciation to the local organizing committee
(LOC) of ICRC2023 for their hard work and allowing me to focus on my role as rapporteur.

In April 2023, I received an email informing me that I had been nominated as the rapporteur
of the ICRC2023 CRI session. I was flabbergasted to learn that I would have to summarize >340
contributions, in addition to assisting the LOC. At the opening reception I met Prof. Angela Olinto,
who was the CRI rapporteur of ICRC2003 in Tsukuba, Japan. She told me that “it is a great honor”
and “it is up to you how you do it”. With her encouragement, I received a baton as “rapporteur in
Japan” (Figure 2A). At ICRC2023, there were nearly twice as many contributions as ICRC2003 [1],
indicating a significant extension of the research field and increase in the number of active scientists.

In this proceedings, I would like to describe a selection of results including my personal thoughts
and future perspectives for “passing the baton” to the next generation of scientists. Furthermore,
just as the Japanese people were told during the pandemic to consider the “Three Cs” (Closed

Great opportunity for discoveries!! 😄 1

Figure 1: Photos at ICRC2023. These photos are from the opening session, photo session, poster session,
coffee break, the Chicago dinner and Global Cosmic ray Observatory (GCOS) dinner. In-person events such
as these, which were impossible during the pandemic, are important and allow for productive discussion and
networking.
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Receiving a baton as "Rapporteur in Japan" 3

HE 1.3, 1.4, 1.5
Messengers of the 
Extreme Universe

Angela V. Olinto
University of Chicago

129 orals and 216 posters (only ~9 seconds/contribution) 
Before conference, I was a bit nervous to summarize so many 
contributions in addition to LOC tasks... "

Prof. Angela V. Olinto 
~ 80 orals and 120 posters 

http://www-rccn.icrr.u-tokyo.ac.jp/icrc2003/
proceedings_pdf.html 

Your supervisor's proceedings  
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(A) With Prof. Angela Olinto

A new astronomy with ultra-high energy cosmic rays13

© Ryuunosuke Takeshige, Toshihiro Fujii

6.9σ large-scale dipole anisotropy 
above 8 EeV, indicating extragalactic 
origin 
Most significant, 4.0σ excess at 
Centaurus A above 38 EeV 
Highest flux nearby M82 above 57 EeV 
with 2.8σ, and a new enhancement at 
Perseus-Pisces Supercluster (PPSC, 
70 Mpc) above 25 EeV with 3.3σ 
No excess from Virgo cluster (17 Mpc), 
and no significant clustering above 
100 EeV 
Heavier composition, stronger 
magnetic field and/or larger source 
density make it more complicated

θ ∼ 10∘ Z ( E
10 EeV )

−1

(B) Schematic view of UHECR astronomy

Figure 2: Receiving a baton as rapporteur in Japan and schematic view of UHECR astronomy. (A)
Memorial photo with Prof. Angela Olinto, rapporteur of ICRC2003. (B) Conceptual image to indicate
UHECR astronomy. The background image shows possible UHECR source candidates, such as active
galactic nuclei, starburst galaxies and neutron stars.

spaces, Crowded places and Close-contact settings1), I would like to emphasize the importance
of a different set of “Three Cs” in relation to cosmic ray research: Calibration, Cross check and
Collaboration. The proceedings starts by briefly looking back at the pioneering work in cosmic ray
observation performed in Nagoya, before introducing current CRI experiments across the world.
The latest energy spectrum, mass composition and anisotropy results, as well as hadronic interaction
models, geophysics, interdisciplinary research, theory and future projects are discussed.

As background to my own research, my interests are observations of ultra-high energy cosmic

1https://www.kantei.go.jp/jp/content/000061935.pdf
Pioneer of "Cosmic Ray Indirect" Telescopes 1

Prof. Yataro Sekido (Nagoya University) 1950s 

https://www.num.nagoya-u.ac.jp/english/exhibitions/spot/20230726.html Figure 3: Pioneering work performed by Prof. Yataro Sekido in the development of cosmic ray
telescopes. Motivated by an excess detection in the direction of Orion, Prof. Yataro Sekido and his colleagues
developed a total of six cosmic ray telescopes. Photos taken at Nagoya University Museum.
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Rapporteur’s summary of CRI in ICRC2023

rays (UHECRs) with energies above 1019 eV (= 10 EeV) and detector developments. This is because
UHECRs are less deflected by Galactic and extragalactic magnetic fields, so their arrival directions
are more likely to point back to their sources as shown in Figure 2B. I will address the future
prospects of “UHECR astronomy” and discuss the requirements to clarify the nature and sources
of UHECRs.

2. Pioneering work of CRI telescope developments in Nagoya

It is worth mentioning the pioneering work performed by Prof. Yataro Sekido in CRI telescopes.
In the 1950s, he identified an enhancement of cosmic rays in the direction of Orion [2]. Motivated
by the result, he and his colleagues constructed a total of six cosmic-ray telescopes as shown in
Figure 3. There was a special exhibition at Nagoya University Museum to recognize their efforts
named “The voice from the universe – cosmic ray telescopes of Nagoya University –”2.

3. CRI observatories across the world

In the last 20 years, scientists have built large cosmic ray observatories all over the world.
Figure 4 shows a CRI world map indicating locations of the observatories reported in the CRI

2https://www.num.nagoya-u.ac.jp/english/exhibitions/spot/20230726.html

CRI World Map

Telescope Array  
experiment (TA) 20 
CRAFFT 1 
EUSO-TA 3 
FAST@TA 2

Pierre Auger 
Observatory (Auger) 37 
FAST@Auger 2

LHAASO 34

IceCube(-Gen2) 15

KM3NeT/ORCA 4 Super-Kamiokande 2Tibet ASγ 4

GRAND 5

MAGIC 1

LAGO 1

TAIGA 3

ALPACA/ 
ALPAQUITA 1

RNO-G 1 
RET-CR 1

HESS 1

KAAU 2

HAWC 2

KASCADE-Grande 3

EEE 1 NO!A 1

ANITA-IV 2 
TAROGE-M 1

CREDO 2

LHCf 4 
LHC-FPF 1 
MATHUSLA 1

GRAPES-3 9 

Haverah 
Park 1 LOFAR 2 

SKA 3

RICHf/STAR 2  
GROWTH 3

Theory, Simulation studies 
Acceleration 10, Phenomenology 10, Propagation 18, 
PIC 7, EASMC 19, Muon Puzzle 4
New detector and technique 
Paleo 1, Muon tomography 1, Scintillator 2 
Machine learning 19

SWGO 2

Balloon or Space 
JEM-EUSO+ 
Mini-EUSO+ 
EUSO-SPB2 19 
MUSES 2 
Chandra 1  
Suzaku 1 
MoMoTaro 1

Figure 4: CRI World Map. The filled circles show the locations of CRI experiments around the world. The
balloon and space experiments are listed in the bottom box. Contributions which were not directly related to
any of the listed experiments, such as those focusing on theory, simulations, new detectors and techniques,
are listed in the boxes at the top of the figure. The number next to each experiment/topic name indicates
the number of contributions from that experiment/topic reported in the CRI sessions, categorized by the
rapporteur.
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sessions and their respective number of contributions. The top-five experiments with the greatest
number of contributions were from the Pierre Auger [3], LHAASO [4], Telescope Array [5],
JEM-EUSO [6], and IceCube [7] collaborations.

The Pierre Auger Observatory (Auger) is the world’s largest cosmic ray observatory with an
effective area of 3000 km2. It is located in Malargüe, Argentina and observes the highest energy
cosmic rays [3]. The observatory’s ongoing upgrade, “AugerPrime", is in its final commissioning
phase and will soon start data-taking with the plastic scintillators and radio detectors which have
been installed on the top of the original water Cherenkov detectors. The upgrade also includes new
electronics, higher dynamic range PMTs and underground muon detectors [8, 9]. The Telescope
Array experiment (TA) is the largest cosmic-ray detector in northern hemisphere with an effective
area of 700 km2, located in Utah, USA [5]. It is also currently undergoing an upgrade, called TA×4,
to increase the effective area of the array four-fold by installing additional surface detectors [10,
11]. Auger and TA use a hybrid technique to detect extensive air showers, combining a surface
detector array (SD) on the ground, overlooked by a fluorescence detector (FD). The importance of
atmospheric monitoring in CRI experiments was summarized in the review talk [12].

The Joint Exploratory Missions of Extreme Universe Space Observatory (JEM-EUSO) is a
mission to observe extensive air showers by placing fluorescence detectors in space [6]. The Mini-
EUSO telescope has been installed onboard the International Space Station, providing measurements
of geophysical lightning phenomena [13]. The EUSO-SPB2 balloon was launched in May 13, 2023,
providing a demonstration of the detector’s performance and verification of its design [14, 15].

The Large High Altitude Air Shower Observatory (LHAASO) is an observatory located on
Mt. Haizi in China and detects TeV-PeV gamma rays and charged particles [4]. LHAASO consists of
a variety of detectors; a detector array combining scintillation counters and underground muon de-
tectors with 1.3 km2 coverage (KM2A), a water-Cherenkov detector array with 78,000 m2 coverage
(WCDA), an electron neutron detector array with 1000 m2 coverage, and a total of 18 wide-field-of-
view air Cherenkov telescopes (WFCTA) [16]. The IceCube observatory is a neutrino observatory
with a target volume of 1 km3 located near the Amundsen-Scott South Pole Station. IceCube pos-
sesses a cosmic ray detector which combines an ice-Cherenkov detector array called “IceTop" and a
deep underground muon detector [17]. IceTop is now being upgraded to include plastic scintillators
which will allow it to be more sensitive to the mass composition of cosmic rays [18].

I would also like to highlight the idea of installing cosmic ray detectors in schools across
Europe, dubbed the “Extreme Energy Events” (EEE) experiment [19]. Although thus far there have
been no “Extreme Energy Events” observed in 4-years of operation, the rapporteur thinks it is a
great concept and hopes for successful detection in the near future.

The highlight and review talks related to CRI measurements are shown in Figure 5. The review
talks from the Forward Physics Facility, which detailed the latest results from hadronic interaction
model studies [20], and from the recent progress of cosmic ray applications to non-destructively
investigate archaeological ruins (such as Egyptian pyramids) [21] are also shown.

4. Detector calibrations and machine learning techniques

Focusing on the Calibration of my “Three Cs”, there were 33 proceedings written detailing
calibration methods, instruments and long-term performances. These studies are essential for
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Highlights from the 
Telescope Array Experiment

Jihyun Kim
for the Telescope Array Collaboration

University of Utah
jihyun@cosmic.utah.edu

Jihyun Kim @ ICRC2023

Highlight and review talks
J. Kim 008 F. Salamida 016

HIGHLIGHTS FROM THE 
PIERRE AUGER OBSERVATORY

Francesco Salamida for the Pierre Auger Collaboration

K. Morishima 006

B. Keilhauer 021

KIT – The Research University in the Helmholtz Association www.kit.edu

Atmospheric Monitoring for 
Astroparticle Physics Observatories
B. Keilhauer
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F. Kling 023

FASER, the Forward Physics Facility and 
their Implications for Astroparticle Physics

Felix Kling
ICRC 2023
07/29/2023

L. Marcelli 001

L. Marcelli
(INFN, Structure of Rome Tor Vergata, Italy)

ICRC 2023 – Nagoya, Japan, Jul 26 -Aug 03, 2023 

Results and performance of the 
Mini-EUSO telescope on board the ISS  

Presenter (PoS ID)

Cosmic ray imaging 
with nuclear emulsion plates 

for investigation of archaeological ruins
Kunihiro Morishima

Nagoya University

Figure 5: Highlight and review talks related to CRI measurements [3, 5, 12, 13, 20, 21]

obtaining accurate final results. As a new topic, there were 19 contributions regarding machine
learning. These studies were primarily for the purpose of Cross checking current results and/or
for the improvement of current analyses. They collectively show that utilizing machine learning
techniques can provide us new insights into our data. A subset of these contributions, selected by
the rapporteur, is highlighted in Figure 6. Due to the page limitation, not all contributions can be
shown. The full list of contributions can be found at https://pos.sissa.it/444/.

5. Energy spectrum – How frequently do cosmic rays arrive at Earth?

5.1 Electron energy spectrum above TeV

As an intersection between direct and indirect measurements, the cosmic-ray electron spec-
trum was measured by imaging atmospheric Cherenkov telescopes, such as MAGIC [22] and
H.E.S.S. [23]. The observed spectra indicate a broken power-law structure at 1 TeV, indicating a
softer spectrum above this energy. Upper limits reported from LHAASO are closer to the extrap-
olated spectrum of H.E.S.S. at higher energies [24]. A discrepancy in the spectrum index above
1 TeV between MAGIC and H.E.S.S. may be disentangled by future measurements from LHAASO.
The rapporteur encourages the organization of an indirect electron working group consisting of the
MAGIC, H.E.S.S. and LHAASO Collaborations.

5.2 Cosmic ray spectrum around the PeV (“knee”) region

All particle spectra were reported from HAWC [25, 26], TAIGA-HISCORE [27], GRAPES-
3 [28, 29] and Tibet AS𝛾 [30, 31] collaborations. The individual spectra of proton (= hydrogen),
helium and heavier nuclei (atomic number 𝑍 > 3) were measured by the HAWC experiment [25],
indicating a break feature around 100 TeV. The maximum energies of each species are proportional
to the atomic number 𝑍 [26]. The spectrum observed by the GRAPES-3 experiment shows a

6
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33 proceedings related to Calibration25
PoS(ICRC2023)374

Cloud Base Height and Coverage using Lidars at the Pierre Auger Observatory Jorge Ruben Rodriguez

Figure 1: (a) Schematic layout of the Pierre Auger Observatory [3]. (b) Picture of one of the elastic-
multiangle lidar systems.

3. Lidar cloud detection algorithm

Di�erent cloud base/top height de�nitions can be found in the literature, and there is not a single
algorithm suitable for all clouds [4], being also strongly in�uenced by the measuring instrument
[5]. In the algorithm used to create this cloud database, no cloud/aerosol plumes are discriminated,
and only the increased backscatter in the elastic-lidar signals is detected, also called a “feature” [6]
or simply a “layer”. Most used algorithms are di�erential-based methods like [5], relying on the
di�erential of the range-corrected lidar signals (RCLS), dealing with the noise (especially at higher
ranges). Thesemethods depend strongly on the lidar features, and no universal algorithm/parameters
are reported capable of working in any elastic lidar hardware and atmospheric scenario. Also,
wavelengths close to the infra-red spectrum must be used for best performance, while the elastic-
lidar from the Auger Observatory uses 351 nm. The algorithm applied to the elastic-multiangle
Auger database is based on a dynamic threshold to detect the layer, showing excellent results for
unattended analysis for big databases. The software used is the Lidar Processing Pipeline (LPP,
[7]) developed and used in the Latin American lidar community.

A typical colormap image produced from continuous scans is shown in Figure 2a, where the RCLS
are shown for better discrimination of the layer. RCLS is suitable for plotting since it removes the
inverse-squared range dependence in the raw-lidar signal. Figure 2b shows the cloud mask retrieved
from the data of Figure 2a, which shows the good performance on the cloud discrimination of the
algorithm.

The algorithm produces the cloud features to be saved in the database, like the cloud-base height
(CBH), cloud physical thickness (CT), cloud optical depth (COD), and cloud coverage (COV). COV
is determined by the rate of the number of pro�les with clouds and the total number of pro�les
within the scan:

3
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Long-term calibration and stability of the AERA stations R. M. de Almeida

in terms of aging of the station per month. The fit of the calibration constants over time shown in
Fig.5 is represented by the red curve.

Figure 5: Calibration constants obtained for both channels of antenna Id:33 from 2014 to 2020. The corresponding
cosine+linear fit is represented by the red curve.

This fit is done for all channels considered in this study. The distribution of the aging coefficients
is shown in Fig.6. The estimation of aging, considering the different aging rates obtained for all
antennas, is calculated as a weighted average, taking into account the uncertainties associated with
each fit. Regarding the uncertainty estimation, it is worth mentioning that the fit does not describe
the seasonal modulation perfectly. For instance, there are upward/downward fluctuations of the
values of ⟨𝐶0⟩ observed for all antennas at the same time in some specific periods. This reflects
our lack of knowledge about the origin of the seasonal modulation and can potentially impact the
resulting fitted aging coefficient, particularly in cases where significant fluctuations occur at the
beginning or end of the data collection period. Therefore, we must be careful not to confuse actual
aging with some effect that just happened to be higher in later/earlier years. To address this issue, we
performed mock simulations of the calibration constants over time. In these mock simulations, for
each antenna and month, we generate random Gaussian distributed values of calibration constants
with mean and RMS equal to the measured ⟨𝐶0⟩ value and its corresponding uncertainty. Then, we
randomly shuffle the years for all antennas in a consistent manner and perform fits of the mocked
calibration constants over time. The average of the mock agings coefficients should converge to
zero, and the RMS of the mock aging distribution is our final estimate for the uncertainty in the
aging parameter, taking into account strong fluctuations that occurred in specific periods unrelated
to antenna aging. Considering this, we obtain an aging factor of (0.3 ± 1.4)% and (−0.1 ± 1.1)%
per decade for East-West and North-South, respectively, for Butterfly stations. For LPDA antennas,
which have a much smaller number of stations and a shorter period of data collection compared to
Butterfly stations, we found an aging factor of (−1.4 ± 3.5)% and (−1.9 ± 1.8)% for the East-West
and North-South channels, respectively. Combining all antenna types and channels, we obtain an

7
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Performance Studies of the Acoustic Module for the IceCube Upgrade

all IceCube Upgrade devices. All interfaces to the housing are sealed by multiple high-performance
O-rings. Figure 1a shows an illustration of the AM and its internal components.

The electronic components consist of the Mini-Mainboard (MMB), Ice Comms Module (ICM),
Pinger Front-end (PFE), capacitor bank, and receiver front-end. The MMB is used in multiple
devices in the Upgrade and is responsible for command and data handling. It consists of two
boards, the controller and the power board. The power board is the interface to the main in-ice
cable and supplies all other components in the AM with power. The controller board has two main
components: an STM32H7 microcontroller, which controls the front-end boards, and the ICM,
which handles the communication to the surface, the timing as well as the power distribution.

The PFE generates the emitter signals to drive the acoustic transducer. It charges a ceramic
capacitor bank (320 𝜇F) using a high voltage (HV) DC/DC converter with up to 320 V in about 10 s.
A full-bridge driver uses the energy stored in the capacitor bank to generate bipolar rectangular
signals with frequencies from 5-30 kHz at a sampling rate of 1 MS/s. A sine wave is approximated by
the 4 output states of the full-bridge driver (+HV, 0, -HV, 0). Therefore, possible signal frequencies
are 𝑓𝑖 = 1 MHz/(4 · 𝑖), 𝑖 > 0.

Relays on the PFE board allow switching between emitter and receiver mode. In receiver mode,
only the receiver front-end is connected to the transducer and acoustic signals can be recorded with
a sampling rate of up to 140 kS/s. The gain of the receiver is ≈ 53 dB @ 10 kHz and has a bandwidth
of 5-30 kHz (@-3 dB). The gain can be adjusted by software to adapt to the level of the acoustic
signals. Figure 1b shows a block diagram of the interconnections within the module.

Figure 1: (a) Internal view of the acoustic module. The cylindric steel hull and the upper harness ring are
omitted for clarity. (b) Block diagram showing the internal and external connections of the AM.

The acoustic transducer is a Tonpilz-style piezo transducer. It consists of a stack of 16 piezo
discs clamped between an aluminum head-mass (≈ 0.635 kg), which also acts as the enclosure cap
of one side, and a steel tail-mass (≈ 1.635 kg). The resulting mass ratio of 𝑀head : 𝑀tail ≈ 1 : 2.6

3
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Effect of optical properties of FDs Daiki Sato

1. Introduction

The Telescope Array (TA) experiment, located in Utah, U.S.A., observes ultra-high energy
cosmic rays with energies greater than 1018.0 eV. The TA uses two types of detectors: Fluorescence
Detectors (FD) that measures photons emitted from air molecules along the path of the cosmic ray
induced air shower, and Surface Detector (SD) that sample of the air shower particles on the ground.
It is important that we understand the optical properties of the telescopes to reconstruct observed
cosmic ray air showers [1, 2].

The "Opt-copter," an Unmanned Aerial Vehicle (UAV) mounted with a light source and RTK-
GPS, was developed to understand and calibrate the optical properties of FDs (Left in Figure 1).
This device can be flown within the Field of View (FoV) of the FD and can determine the exact
location of the light source mounted on the UAV. It is possible to measure the optical properties
of the FD by flying this device into the FD’s FoV and observing the light source with the FD
(Right in Figure 1)[3]. We performed the observation of the Opt-copter with FD at the Black Rock
Mesa(BRM) station in 2018 and 2019. From the observation experiment, the FoV direction of
the FD can be analyzed by comparing the actual drone position measured by RTK-GPS with the
direction of the light source observed by the FD. Therefore, we analyzed the FoV direction of the FD
with an accuracy of 0.03 degrees. Table 1 shows the FoV direction shift of the telescope analyzed
using the Opt-copter. This is a shift from the FoV direction based on the star analysis currently
used. The uncertainty of the PMT pointing direction based on star analysis is 0.1 degrees.

The relationship between the RTK-GPS position and the light-receiving center of gravity
depends on the focused image of the camera. We analyzed aberrations that recreate this relationship
searching for optimal values through simulation.[4]

In this report, we apply the telescope FoV direction obtained by the "Opt-copter analysis"
(hereinafter called the "Copter analysis") to the cosmic ray air shower analysis. We estimate the
effect of the reconstruction using the FoV direction obtained by the Copter analysis compared to the
reconstruction using the FoV direction obtained by the conventional method of the star analysis.

Figure 1: Left: The appearance of the Opt-copter that has eight arms, all of which are able to be folded. A
RTK-GPS antenna is mounted on the top of this device. Right: The image of UV-LED light emission from
the Opt-copter to the FD

2

D. Sato 227
PoS(ICRC2023)450

UCIRC2 Rebecca Diesing

Figure 4: Drawing of UCIRC2, including its 3D-printed frame and two cameras located near the center of
the box (pointed toward the viewer). To show the interior structure of the box, this drawing does not include
the painted aluminum panels mounted to UCIRC2’s sides.

is fitted with a SPECTROGON bandpass light filter which transmits wavelengths between 11.5
and 12.9𝜇m (denoted 12𝜇m). These bands are spaced to obtain brightness temperature data that
facilitates both the Blackbody Power Ratio CTH reconstruction and the Radiative Transfer Equation
CTH reconstruction methods discussed in the preceding section.

The cameras are powered via a 12V connection and communicate via Gigabit Ethernet with a
single-board, industrial-grade CPU that can operate at temperatures between -40C and 85C.

Environment Control. UCIRC2 is designed to operate in a high altitude (≈ 33km) environment
during both daytime, when ambient temperatures reaches approximately 40C, and nighttime, when
ambient temperatures reach approximately -40C. Temperature management is therefore a central
design concern. In particular, the camera response is temperature dependent, meaning that camera
temperature must be held approximately constant during operation (night mode). To maintain a
stable temperature, the two cameras are housed in a 300mm×300mm×300mm aluminum box coated
with high emissivity flat white paint. This box splits into two halves to allow easy access to the
cameras and electronics (see Figure 4).

A temperature management system consisting of resistive heaters and thermometers enables
precise temperature monitoring and control. This heating system is controlled by a Meerstetter
Engineering HV-1123 thermoelectric cooling and heating controller (TEC). Note that system is
designed to be most effective at heating because, in general, UCIRC2 collects data during the
nighttime, when the environment is cold. The temperature regulated camera stage is a machined

5
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Drone-borne calibration pulser C.-Y. Kuo

Figure 1: System diagram of the drone-borne cal-pulser system. Adopted from [3]

Figure 2: Drone-borne cal-pulser during the calibration of TAROGE-M system in Antarctica

measurement of its carrier phase signal, called raw measurements, in the SD card for post-processing
in the lab. The base unit provides correction information on ionosphere interference to the rover
unit, leading to improved position accuracy [7]. This offline process simplifies system design and
eliminates possible RFI from communication links.

In addition to the D-GPS upgrade, other minor but valuable improvements were made to the
system. One such upgrade involved introducing specially designed gloves for the remote controller,
providing a warmer and more comfortable space for the pilot’s hand during flight operations. This
seemingly small enhancement significantly increased pilot comfort, especially during flights in
challenging environments with cold temperatures. Furthermore, to extend the drone flight time,
an additional set of batteries was prepared. This allowed for three consecutive flights and provide
more coverage on the field of view.

The D-GPS upgrade from a single-band receiver to a dual-band receiver brought remarkable
benefits. The dual-band receiver enabled the simultaneous observation of more GNSS signals
from GPS, GLONASS, GALILEO, and Beidou constellations in both upper and lower L-band
frequencies. This enhancement ensured more stable position measurements, especially in situations
where the satellite signal was weak due to external factors such as high wind. Figure 3 illustrates
the increased stability achieved with the dual-band receiver compared to the single-band receiver.

3
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The Portable Laser Calibration System for LHAASO-WFCTA Guotao Yuan and Long Chen

Figure 2: The schematic of the portable laser calibration system, divided into three cavities, control cavity
in the green border, optical cavity in the brown border, rotating cavity in the orange border. The YAG laser
placed in the optical table, supported by jack and damper below.

(a) (b)

Figure 3: (a): The aluminum alloy framework of the laser calibration system, indicated by the blue portion,
is insulated with insulating material, the insulation layer used to divide the cavities in the figure is temporarily
removed. Acrylic panels are fixed on the outer side of the frame as a protective layer; (b): The schematic of
the laser calibration system.

2.1 Framework

The framework of the portable laser calibration system is crucial for placing and protecting
various sensors: Nd:YAG laser, optical platform, energy probe, etc. Cause of aluminum framework
has the characteristics of processability and strong load-bearing capacity, the framework consists
of different sizes of aluminum alloy, including 4040(40 mm length and 40 mm width), 4080, 8080
shown as Figure 3(a), the connection points between them are secured using bolts. In the horizontal
direction, M8 threaded holes are tapped from the middle of the aluminum alloy and bolts are used
for fixation. In the vertical direction, M6 bolts are used for fastening. This designed framework
can load more than 1000 kg, which ensures the sufficient firm of the system. There is a 2 mm-wide
gap in the middle of each aluminum framework to accommodate the acrylic plate and insulation
material. The gap is also utilized for securing components, bolts with a boat-shaped structure are
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The optical properties of LHAASO atmospheric aerosol were observed by solar photometer F R Zhu

Figure 3: Time series of temperature, relative humidity, and wind speed during observation period

Figure 4: Monthly mean AOD440𝑛𝑚 with standard error (black dots) and monthly mean AE440−870𝑛𝑚(blue
dots) with standard error from ground-based measurements at the LHAASO site during the observation
period.

December (0.91 ± 0.19). Daily mean aerosol in 2020-2022 are shown in Figure4. The monthly
mean AOD440𝑛𝑚 reached a maximum in April (0.11 ± 0.05) and a minimum in November (0.03
± 0.01). The aerosol content at LHAASO exhibited a bimodal structure, with higher values in
March, April, and August and lower values in the remaining months. Overall, the aerosol content
at LHAASO was relatively low and the atmosphere is relatively clean.

Located in the wilderness at the southeastern edge of the TP, LHAASO experiences less
anthropogenic activity. The overall AOD results showed a high value in spring and summer and a
lower value in autumn and winter. The changes in aerosol optical properties in this area are closely
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EUSO-TA with stars Zbigniew Plebaniak
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Figure 2: EUSO-TA point spread function simulated with OffLine software [3]. In the left top panel,
we show the distribution of simulated photons reaching the focal surface. The simulation includes 100 000
photons at 355 nm hitting the first lens of the detector at 5.4◦ of incident theta angle. The black grid represents
the position of single pixels. Individual PMTs as clusters of 64 pixels and ECs as clusters of 4 PMT can
be recognized. The top right plot shows the same result taking into account only the number of counts in
individual pixels. Photons hitting the gaps between PMTs or ECs are discarded. Four plots in the bottom
panel present simulated distributions of photons on the focal surface for different incident angles: 0◦, 2◦, 4◦

and 6◦. More detailed analysis shows that even for 6◦ of incident angle, more than 50% of the signal should
be placed in the area of 3x3 pixels.

Gate Time Unit (GTU). The dead time is about 0.2𝜇𝑠 in this case. In 2015–2016, the detector was
externally triggered for CR events by the TAFD station with an average trigger rate of about 4 Hz.
An upgraded version of the PDM in EUSO-TA2 operating since 2022 allows for data acquisition in
three-time scales: D1, D2 and D3 with integration times of 2.5 𝜇s, 320 𝜇s and 40.96 ms respectively
and without an external trigger. In this work, we focus on the calibration of the detector using point-
like signals emitted by stars in the field of view. We present mainly EUSO-TA data, but to test
algorithms, we also use the D3 acquisition mode of EUSO-TA2, which allows us to limit the dead
time in a significant way.
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MiniEUSOflasher Hiroko Miyamoto
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Figure 3: Left: 3 × 3 COB-UV LED flasher built in Turin. Right: schematic view of TurLab facility where
the positions of the flasher and Torino EC telescope are indicated.

Figure 4: Image of a frame (left) and the lightcurve (right) of the flasher LED photons detected by the Torino
EC at 40 m distance (top) and by Mini-EUSO on the ISS (bottom).

2. Calibration of the Flasher

For the end-to-end calibration, it is possible to compare the flasher signals in the same Focal
Surface (FS) detector, data acquisition system and electronics on the ground and in space, taking
into account the factors of distance, incident angles, atmospheric attenuation, the transmittance of
the optics and the ISS window. The Torino ECunit together with EC_ASIC front-end board were
absolutely calibrated in France (APC/Univ. Paris Cité) using the method and equipment for the
standard JEM-EUSO FS detector calibration [5]. The left plot of Fig. 5 shows the resulted absolute
Photo Detection Efficiency (PDE) map of the Torino EC. The telescope is set at 40 m distance from
the flasher LEDs to estimate the light intensity of the UV flasher in the large dark room of the TurLab
facility located at the fourth basement of the Physics department building of University of Turin. A
high precision 0.1 mm pin-hole is attached to the lens tube instead of the lens to reduce light from
the flasher. We repeated the measurement at different times to verify that no significant difference in
the measurement exists depending on the time or setup conditions. The number of emitted photons
is estimated from the detected photon counts by the Torino EC telescope as following:

1. Apply pile-up correction (pixel by pixel) [6].
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Figure 4: Image of a frame (left) and the lightcurve (right) of the flasher LED photons detected by the Torino
EC at 40 m distance (top) and by Mini-EUSO on the ISS (bottom).

2. Calibration of the Flasher

For the end-to-end calibration, it is possible to compare the flasher signals in the same Focal
Surface (FS) detector, data acquisition system and electronics on the ground and in space, taking
into account the factors of distance, incident angles, atmospheric attenuation, the transmittance of
the optics and the ISS window. The Torino ECunit together with EC_ASIC front-end board were
absolutely calibrated in France (APC/Univ. Paris Cité) using the method and equipment for the
standard JEM-EUSO FS detector calibration [5]. The left plot of Fig. 5 shows the resulted absolute
Photo Detection Efficiency (PDE) map of the Torino EC. The telescope is set at 40 m distance from
the flasher LEDs to estimate the light intensity of the UV flasher in the large dark room of the TurLab
facility located at the fourth basement of the Physics department building of University of Turin. A
high precision 0.1 mm pin-hole is attached to the lens tube instead of the lens to reduce light from
the flasher. We repeated the measurement at different times to verify that no significant difference in
the measurement exists depending on the time or setup conditions. The number of emitted photons
is estimated from the detected photon counts by the Torino EC telescope as following:

1. Apply pile-up correction (pixel by pixel) [6].
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Seasonal variation in KM3NeT J. M. Mulder

Figure 4: Relative variation in percentage of the effective temperature 𝑇𝑒 𝑓 𝑓 and data/simulation ratio
𝑅 Data

Simulation
. The orange dashed line is eq. 6 fitted to the data, using 𝑦 = slope × 𝑥 + intercept. The fit takes into

account both uncertainties.

and environmental effects that are not corrected for in the simulations. In future studies a more
detailed modelling e.g. by the use of full extensive air-shower simulations will be used, together
with data from the growing ORCA and ARCA detectors.
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Performances of the LHCf detector during the operation in 2022 Yuga Kitagami
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Figure 5: The stability of the energy scale for the Arm1 detector during the operation in 2022.
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Figure 6: The temperature change of the fourth sampling layer in the Arm1 detector from when the
measurement started during the operation in 2022.

The temperature change of the detector is one of the possible reasons for this change. The
detector temperatures were monitored by platinum resistance thermometers scotched to PMT hold-
ers. The temperature dependence of the gain of PMT is -0.25 % / ◦C which was measured at a
beam test in 2012 in both the two towers [10]. Figure 6 shows the stability of temperature measured
by the thermometers of fourth sampling layers during the operation in 2022. The horizontal axis
is the time, and the vertical axis is the relative temperature from the first data point. As a result,
the temperature was increased by 0.8 ◦C in both the two towers through the operation. Therefore,
the change of the energy scale coursed by the temperature change is estimated to be only -0.18%.
Another possible reason is a radiation damage of scintillators, and its quantitative estimation is
ongoing.

6. Summary

We investigated the stability of the energy scale for the Arm1 detector using the reconstructed
𝜋0 mass distribution from 25M 𝜋0 triggered events obtained during the operation in 2022. As a
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The Time Evolution of the Auger SD Orazio Zapparrata
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Figure 3: Left: 𝑠 evolution as a function of the station age, for the full array. Two different populations are
observed. Right: Spatial distribution of the internal reflectivity values at the station age of 4 years.

The best match between data and simulations is obtained by finding the minimum of d2
𝜏 as a function

of 𝜏 for each event in the dataset. In this way, the liner reflectivity best reproducing the measured 𝜏

was found, as shown with the simulated shape histogram (open red symbols) in Fig. 2 (left). In this
example, the muon pulses in 2008 could be well described by assuming a reflectivity of 0.95. This
method was applied to all the stations of the array. A general decrease of s over time can be seen in
Fig. 3 (left). A bimodal distribution is present, with a decrease of reflectivity, on average, of 1.7%
in 15 years, describing well the decrease of the light-decay with a difference in s between the two
populations of ≈ 1%. The mean 𝑠 for the two populations at each age is obtained by fitting a sum of
two Gaussians, and the errors on the mean are used for its uncertainties for a given age. The spatial
distribution of s over the array, Fig. 3 (right), shows that stations with lower values of reflectivity
(population 1) are mostly located in the southern area of the array, while the second population
appears more in the northern part. This pattern correlates with the unfolding of the deployment,
with the southern part of the array having been deployed first.

To assess the impact on the reconstruction due to a signal loss, the ageing model was then
implemented in the Offline [6] framework, producing a time-dependent simulation of the SD,
changing the properties of each tank based on the corresponding liner reflectivity obtained from the
model at the time of the simulated event. Each station’s acquisition status, including the deployment
roll-out, has been included in simulations thanks to the information obtained by the T2 triggers
received by the Central Data Acquisition System (CDAS) [7]. A full library of reconstructed showers
has been produced using, as input, simulated air showers produced with CORSIKA 7.7420 [8] and
EPOS-LHC [9] as hadronic models for four different primaries (p, He, O, Fe). The energy range
considered was 18.5 < log10(E/eV) < 20.2, with a uniform angular distribution in cos2𝜃 for
𝜃 < 65◦ and four different atmospheres. The total number of CORSIKA showers amounted to almost
67.000. Each air-shower has been thrown multiple times at random positions over the array, and
all the events, uniformly distributed between 2005 and 2020, were reconstructed with two different
detector configurations: a fixed reflectivity for all the stations (ideal mode) and a setup including
the time evolution of the SD (ageing SD mode). The official SD reconstruction and the related
quality cuts were applied [1], resulting in ≈ 1 million reconstructed showers. Simulated events were
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Muon number with Auger SD using NNs Steffen Traugott Hahn
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µ and 𝑅

pred
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panel) data sets and comparison of merit factors (see Eq. (3)) of proton and iron predictions for both data
sets (right panel). In each case, we use data from the phase space for which the SD is fully efficient. The
black ellipses in the left panels are the 1𝜎 to 3𝜎 bounds assuming a Gaussian distribution. The gray, dotted
lines are the straight lines which intersect the major axes of the corresponding ellipses. To compute the merit
factors we cut the base data set to the phase space in which the array is fully efficient. The diagonal dashed
lines in the two left panels are the bisectors. The straight black solid line in the right panel is a fit to the
binned merit factors if Monte-Carlo energy and 𝑅true

µ would be used directly.

given by the SSD improves the prediction of 𝑅µ without requiring any adjustment to the presented
methods. This improvement results in a much better separation between light and heavy primary
particles even when using reconstructed energies.

Combining the prediction of 𝑅µ with the new methods for predicting 𝑋max from the shower
footprint will allow for a better estimate of the primary particle masses on an event-by-event
basis [16]. This estimate will be further improved by incorporating the new Phase-II data simulated
for and taken by the Pierre Auger Observatory. Due to the simplicity of the network architectures
used, we also expect that the precision and accuracy of 𝑅µ predictions will further improve when
using more complex architectures.
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Selecting stopping muons with KM3NeT/ORCA Louis Bailly-Salins

on the reconstructed tracks is around 1° and the median error on the reconstructed stopping point
is less than 5 meters, for both stopping muon selection methods. Table 1 shows more detailed
numerical information. In this table ΔSPtrue/reco refers to the error made on the reconstruction of
the stopping point, overall or projected in the reference coordinate system of the track.

The plus signs in last line of Table 1 mean that the muon tracks tend to be reconstructed as
stopping too early along the track direction. In other words, the track reconstruction algorithms
miss the last 4 to 5 meters of the tracks in median. Still, it should be highlighted that these
resolution values are small compared to the spacing between DOMs (9 m in the vertical direction
and 20 m in the horizontal direction). Additionally, studies using stopping muons to determine the
atmospheric muons flux at sea level are ongoing. In that context, it must be mentionned that the
relative uncertainty on the distance a stopping muon has traveled in the sea water coming from the
misreconstruction of track direction and stopping point is negligible (0.1% to 1%).

5. Data-MC comparison

Figure 4a shows the resulting zenith angle distribution of stopping muons from applying both
selections on both MC simulations and data, for a livetime of 32.1 days (runs randomly selected
over the ORCA6 operating period). The distribution of all reconstructed events, without selection,
is also shown for reference. The data/MC ratio for stopping muons is very close to 1.0 overall (0.99
for simple cuts, 0.97 for ML classification) and stable over most of the phase space. Figure 4b also
shows that the ratio is 1 through most of the detector’s height. This excellent agreement validates
the stopping muons selections, as well as the simulations.

(a) Zenith angle distribution (b) Stopping point altitude distribution

Figure 4: Data/MC comparison for all muons and for the stopping muons selected with both methods.

6. Conclusion

Two methods for selecting the muons stopping inside the instrumented volume of the KM3NeT/
ORCA detector with 6 detection units have been developed. The machine learning-based method
allows to select five times more stopping muons than the simple cuts method with very low levels
of contamination from passing muons. It also gives acces to the full range of zenith angle.
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A search for Elves in Mini-EUSO data using CNN-based one-class classifier L W Piotrowski for the
JEM-EUSO Collaboration

Figure 1: Left: The loss of the training set (red) and internal validation set (black). Right: The accuracy of
the internal validation set.

Learning, but one has to keep in mind that they were employed for a one-class classifier recognising
a rather clear pattern. The remaining 8 elves were augmented in the same way and accompanied by
false events not included in the internal training/validation set, and used for external validation to
assess the neural network model generalisation capabilities.

All the data were flat-fielded1, then "Gaussianised" with Anscombe transformation. Finally,
extreme values were clipped, and each pixel had its mean value subtracted and was divided by its
standard deviation.

4. Results

The training during the development of the network architecture was tested with three batch
sizes: 8, 16 and 32 packets, the last one being close to the maximum that was supported on the used
NVIDIA GeForce RTX 2060 GPU with 6 GB of RAM. However, it was quickly discovered that the
best results are almost always obtained with the batch size 8. The drawback is high instability of the
loss and accuracy, as can be seen on the fig. 1, depicting training progress in our final design. The
network was usually reaching close to 100% accuracy within the first 15 epochs of training, while
the loss reduction was most significant within the first 50 epochs. The shown loss and accuracy
curves for training and internal validation sets do not show obvious overfitting.

However, such a small initial data set can not be trusted even when augmented. Therefore,
after the training, we were checking the efficiency of the snapshots of the network for chosen epochs
on data files of all the ELVESs found so far. With the further availability of data, this set has
grown to 29 ELVESs spanning through 35 packets. Depending on the network hyperparameters
and the epoch of training, the best efficiencies were varying between 80% and 95%, and the amount
of misidentified background packets between 0.5% and 2% out of 1554 real packets analysed in
the external validation. While these results may seem mediocre, they are already better than our
conventional algorithms in terms of efficiency and far better in terms of non-ELVESs classification,
and provide some knowledge about the network generalisation capability.

1Flat-fielding is a process of uniformising the detector’s response by dividing the data by calibration data obtained
with a uniformly illuminated instrument.
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Figure 3: Correlation of 𝑅true
µ and 𝑅

pred
µ (two left panels) for the Phase-I (first panel) and Phase-II (second

panel) data sets and comparison of merit factors (see Eq. (3)) of proton and iron predictions for both data
sets (right panel). In each case, we use data from the phase space for which the SD is fully efficient. The
black ellipses in the left panels are the 1𝜎 to 3𝜎 bounds assuming a Gaussian distribution. The gray, dotted
lines are the straight lines which intersect the major axes of the corresponding ellipses. To compute the merit
factors we cut the base data set to the phase space in which the array is fully efficient. The diagonal dashed
lines in the two left panels are the bisectors. The straight black solid line in the right panel is a fit to the
binned merit factors if Monte-Carlo energy and 𝑅true

µ would be used directly.

given by the SSD improves the prediction of 𝑅µ without requiring any adjustment to the presented
methods. This improvement results in a much better separation between light and heavy primary
particles even when using reconstructed energies.

Combining the prediction of 𝑅µ with the new methods for predicting 𝑋max from the shower
footprint will allow for a better estimate of the primary particle masses on an event-by-event
basis [16]. This estimate will be further improved by incorporating the new Phase-II data simulated
for and taken by the Pierre Auger Observatory. Due to the simplicity of the network architectures
used, we also expect that the precision and accuracy of 𝑅µ predictions will further improve when
using more complex architectures.
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Selecting stopping muons with KM3NeT/ORCA Louis Bailly-Salins

outer boundaries, there is some subjectivity in the definition of the instrumented volume. To stick to
pre-existing conventions inside the collaboration, the instrumented volume is defined as the smallest
cylinder containing all the DUs. Its limits are shown for ORCA6 on Figure 1.

(a) Reconstructed stop positions in the horizontal 𝑥𝑦 plane (b) Reconstructed stop positions in the vertical 𝑧𝑟 plane

Figure 1: Distribution of the reconstructed stop position of all muon tracks reconstructed in ORCA6, showed
with the geometrical cuts applied in the simple cuts approach.

Selecting stopping muons is more challenging than simply selecting the reconstructed muon
tracks whose end point is inside the instrumented volume. Indeed, the vast majority of the muons
seen by the detector do not stop inside the detector volume but keep traveling much further. Those
non-stopping, or passing muons, represent about 95% of the muons reconstructed by ORCA6. Yet,
many of the passing muons tend to have their stopping point reconstructed inside the instrumented
volume, close to the DOMs (as seen on Figure 1a and Figure 1b), because the amount of light
detected by the PMTs decreases quickly once the muons move away from the DOMs. Thus, a
method to efficiently select true stopping muons, and reject the majority of passing muons, must be
developed. Due to the abundant statistics, the methods developed to select stopping muons do not
require a very high efficiency. The critical point is the purity of the selection. In the wait for an
objective statistical criteria, which will come from further physics analysis, a purity close to 95% is
judged satisfying for now.

3. Methods for selecting stopping muons

3.1 Simulation of atmospheric muons

The selection methods were developped using simulated atmospheric muons. The atmospheric
muons Monte-Carlo (MC) simulations are done following a run-by-run approach in order to account
for the variation of data taking conditions over time. For the generation of the atmospheric muon
events at the surface of a virtual cylinder surrounding the active volume of the detector, the
MUPAGE package [6] was used, with a parameter tuning specific to KM3NeT [7]. The propagation
of generated muons and the PMT response are simulated with a custom KM3NeT software. The
output of the simulation chain is a set of digitised PMT output pulses called hits. In addition

3

PoS(ICRC2023)275

Energy Estimation using Deep Learning Fiona Ellwanger

3. Conclusions

Figure 5: Correlation between corrected NN predic-
tion 𝐸NN and energy obtained from the standard re-
construction 𝐸SD for events with successful SD recon-
struction. The marginal plots show the profile of the
ratio of the two energy estimates.

We have shown that the NN can extract use-
ful information from the time traces of the sur-
face detector. By exploiting the time structure
of the signal, we find the potential to reduce the
mass dependency of the energy reconstruction
compared to the standard methods. When ap-
plied to real operating conditions, using hybrid
events, systematic differences between simula-
tions and measured data cause the NN predic-
tions to lose their superiority. Furthermore, the
high precision of the standard reconstruction
optimized for the observed composition may
not leave too much room for improvement in
terms of the resolution and bias. Nevertheless,
due to the reduced mass-dependent bias, the
use of the NN can be beneficial, if a mass com-
position different from the hybrid data set is
considered. To interpret the differences found
between the NN predictions and the standard
reconstruction, the observed zenith-dependent bias has to be investigated in more detail. Further-
more, we plan to examine the composition dependency of the energy estimators for the measured
data using mass-sensitive observables, like the shower maximum 𝑋max and the muon content of
the shower [14, 15]. Moreover, the scintillator detectors installed as a part of the AugerPrime
upgrade [16] will improve the mass separation capabilities on the event-by-event level.
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line. As expected from the high value of accuracy we obtain, the photon distribution and the proton
one exhibit a peak around one and zero, respectively.

Figure 4: Left: The distribution of predicted labels 𝑦pred computed on the test sample for one of the five trained models,
as an example. Right: ROC curves obtained for the five models trained during the cross-validation procedure (see the
text).

Figure 5: The confusion matrix obtained from the mean over the five models of the metrics obtained with the default
decision threshold of 𝑦pred = 0.5 (left) and with a decision threshold of 𝑦pred = 0.99 (right); the uncertainty is given by
the error on the mean.

A common way to summarize the performance of a classifier is that of using the confusion
matrix. In Fig. 5 the tables diplay the mean percentages of proton and photon events in the test
sample which have been correctly and wrongly classified. The confusion matrices are normalized
over the rows, i.e. with respect to the true labels of the events; hence, each box shows the rate of
true/false predictions in the predictions of a given class (the one of negatives, protons, or the one
of positives, photons). Since the cross-validation we implemented provided five values for each
metric, the mean values with their uncertainties are reported. On the left panel of Fig. 5 the metrics
refer to a decision threshold of 𝑦pred = 0.5, the one also used to compute the accuracy during the
training process.

The metrics we are mainly interested in to assess the performance of a proton/photon classifier
are the ones reported in the upper row: the true negative rate (TNR), shown on the left corner
of the confusion matrix and also called background rejection, and the false positive rate (FPR),
shown on the right and also referred to as background contamination. The signal efficiency is
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Figure 3: Overview of the machine learning based, first guess estimation. Input features are calculated based
on the red trace, which is the simulated black trace with added noise.

These models were trained on simulated data where the input features are the centroid time,
pulse height and integrated signal for each PMT. To increase training efficiency all parameters
are normalised before being input into the network. The pulse heights and integrated signals are
normalised by dividing by their respective averages over the entire data set. The centroid times are
normalised with respect to the arrival time of the earliest signal in a given event and the standard
deviation of centroid times over the whole data set. Approximately 500,000 showers are used
in training with 𝑋max and energy values sampled uniformly in the ranges 500–1200 gcm−2 and
1–100 EeV respectively. Zenith and azimuth values are sampled so as to uniformly populate a
hemisphere. The models are constructed using TensorFlow and Keras in Python with the mean
squared errors loss function, ‘Adam’ optimizer and 3 hidden layers. ReLU is used as the activation
function. The total parameter count is on the order of 106. Finally, events with no PMT recording
a signal with a signal-to-noise ratio (SNR) > 5𝜎 are excluded from training. Figure 3 shows the
basic structure of these models.

Recent work has investigated the potential for applying the above training method to the layout
of FAST prototype telescopes located at the TA Black Rock Mesa site (FAST@TA). These three
telescopes are co-located, only allowing for monocular reconstruction of events. Initial attempts at
training involved ∼ 300, 000 showers with core positions contained within a circle centred on (0,0)
with radius 10 km. The telescope layout and core positions are shown in Figure 4a. Preliminary
results indicate that the resolution in the reconstructed parameters is too low to be used as a first
guess. The lack of stereo observation and fewer input parameters compared to previous models are
believed to be the cause of the worse performance. Altering the positions of the three telescopes
to allow for stereo reconstruction improves results, particularly for the geometry reconstruction. To
obtain a sufficiently precise first guess of all six parameters with the standard layout, methods of
utilising more information from each PMT, such as directly inputting traces into a convolutional
neural network or adding additional shape information to the current inputs, are being investigated.

Alternatively, instead of estimating all six parameters, FAST@TA may use the geometry
reconstruction from the TA ground array as a proxy for the true geometry, reconstructing 𝑋max and
energy only. By adding the geometrical parameters to the input of the network, we are able to obtain
greater precision in the estimates of 𝑋max and energy with the FAST@TA setup. Aside from the
increased number of inputs and fewer outputs, the training method is identical. Figure 4b shows the
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model predictions on 10,000 showers not used during training. With this setup, the resolution of the
first-guess is ∼ 75 g cm−2 in 𝑋max and ∼ 20% in energy at 40 EeV. An evaluation of the adequacy
of this resolution for the top-down reconstruction is provided in the following section.
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Figure 4: (a) Layout of FAST@TA. The dotted lines show the fields of view of each telescope. The circle
indicates the range of core positions used during training. (b) Reconstructed values of 𝑋max and energy as
predicted by the FAST@TA neural network trained with additional geometric inputs.

4. Top-down reconstruction

Once a first estimate of the shower parameters has been obtained, the top-down reconstruction
optimises the result by simulating showers with parameters in the vicinity of the first guess and
comparing the noise-free simulated traces to the data. Specifically, the best-fit parameters, #𝑎, are
those which maximize the log-likelihood function

lnL (#𝑥 | #𝑎) =
𝑁pix∑
𝑘

𝑁bins∑
𝑖

𝑃𝑘 (𝑥𝑖 | #𝑎) (1)

where 𝑃𝑘 (𝑥𝑖 | #𝑎) is the probability of measuring a signal of 𝑥𝑖 photo-electrons in the 𝑖th time bin of
pixel 𝑘 . This probability is dependent on the expected value of the signal in each bin, which itself
depends on the input shower parameters and background noise. In practice, −2 lnL is minimised
using Minuit2 in ROOT1, with the uncertainties on each parameter estimated from the 1𝜎 contours
in the likelihood function. The advantages of the top-down reconstruction over relying solely on a
machine learning model or a pre-simulated library of events is that time-dependent effects, such as
the atmospheric conditions or telescope configuration, can be easily accounted for. Details of the
simulation can be found in [10]

To illustrate the procedure in a simple case, Figure 5a shows the top-down reconstruction
fitting the 𝑋max parameter for a simulated shower (only one PMT shown). Figure 5b is a plot of the
corresponding likelihood values. Similar to the machine learning step, the top-down reconstruction
has been well-tested for a triangular array of FAST stations. However, with data taking progressing
well at both the Auger and TA sites, it is important to understand our expected performance and be
able to accurately reconstruct events with the current prototypes. To this end, we have simulated

1https://root.cern
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Figure 2: Algorithm flowchart

Figure 3: Comparison of energy fitting results between traditional method and this work.

Table 2: Comparison of energy resolution between traditional method and this work

Energy about 50 TeV about 100 TeV
sec(theta) 1.0-1.1 1.1-1.3 1.3-2.0 1.0-1.1 1.1-1.3 1.3-2.0

Traditional method 0.33 0.47 0.87 0.20 0.31 0.72
This work 0.22 0.30 0.44 0.17 0.23 0.39

5

PoS(ICRC2023)491

Machine learning for The Tibet ASgamma experiment Kongyi Hu

Figure 2: Algorithm flowchart

Figure 3: Comparison of energy fitting results between traditional method and this work.

Table 2: Comparison of energy resolution between traditional method and this work

Energy about 50 TeV about 100 TeV
sec(theta) 1.0-1.1 1.1-1.3 1.3-2.0 1.0-1.1 1.1-1.3 1.3-2.0

Traditional method 0.33 0.47 0.87 0.20 0.31 0.72
This work 0.22 0.30 0.44 0.17 0.23 0.39

5

(B) Machine learning related contributions

Figure 6: Rapporteur’s selection of contributions related to (A) Calibration and to (B) machine
learning. Due to the page limitation, the author and proceedings IDs are indicated as reference.

hardening around 100 TeV [29]. TAIGA-HiSCORE report the spectrum break at 3 PeV [27]. The
Tibet AS𝛾 experiment estimates a proton-like event abundance in their data, based on simulations
using post-LHC interaction models [31].

The energy spectra in the PeV range were also measured by the LHAASO-KM2A [32, 33],
IceCube [34], KASCADE-Grande [35] and TALE [36] experiments. LHAASO-KM2A reported
the knee feature with high statistics with a break around 3 PeV [32]. Additionally, they constrained
the flux of iron nuclei around PeV energies using large zenith angle showers [33]. IceCube reported
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Table 2: Fit result with a broken power law function.

 [sr�1s�1m�2eV�1] 1.16+1.21
�0.60 ⇥ 10�31

?1 -2.80+0.21
�0.15

?2 -5.63+1.70
�2.16

⇢1A40: [eV] 1019.85+0.09
�0.22

Figure 4: The black dots indicate the combined spectrum and open circles represent Auger energy spectrum
[11]. The green arrow indicates the systematic uncertainty due to the uncertainty of the energy scale of the
TA experiment [12].

5. Summary

The TA⇥4 SD started stable observation in October 2019 with 257 surface detectors covering
about 1,000 km2. In this work, we showed the cosmic ray energy spectrum greater than 1019.5

eV using the first 3 years of data obtained by the TA⇥4 SD. The high energy cutoff structure was
measured by the TA⇥4 SD as well. The energy spectrum is consistent with the TA SD energy
spectrum. We also presented the combined cosmic ray energy spectrum using 14 years of the TA
SD data and 3 years of the TA⇥4 SD data. The TA⇥4 SD enhances the number of UHECR events,
especially those greater than 1019.5 eV.

During the initial 3 years from October 2019 to September 2022, the inter-tower trigger was
not yet implemented in the TA⇥4 SD. The inter-tower trigger further increases the aperture of the
TA⇥4 SD [3], and the data analysis is ongoing.

7

Figure 7: Energy spectrum of cosmic rays at the highest energies. The top figures show the energy
spectrum around 100 PeV measured with the Auger 433 m array (top-left) [39] and the Auger combined
spectrum (top-right) [3]. The bottom figures show the TA and TAx4 combined spectrum [11] and the TA
spectra using different reconstruction methods and physics models for studies of systematic uncertainties [40].

the spectrum between PeV and EeV energies. In calculating the energy spectrum, a calibration of the
energy scale based on a modulation caused by snow accumulation was essential [34]. KASCADE-
Grande reported a two component spectrum divided into light (hydrogen + helium + CNO) and
heavy (silicon + iron) components [35]. TALE measured a spectrum between PeV to EeV with
Cherenkov-dominated showers above 2 PeV [36], hybrid measurements above 30 PeV [37] and by
only SD measurements above 100 PeV [38].

5.3 Cosmic ray spectrum above EeV (“ankle” to “cutoff”) region

Together with a precise measurement of the energy spectrum around 100 PeV using the Auger
433 m array [39], Auger reported the energy spectrum over a broad energy range from 5 PeV to
beyond 100 EeV as shown in Figure 7. The observed spectrum has a clear softening at 14 EeV before
the cutoff, a feature now being referred to as the “instep”. TA reported an energy spectrum based
on measurements from both TA and TAx4 [11]. TA also investigated the change in their energy
spectrum results when using the same fluorescence yield model and invisible energy evaluation
method used in Auger. Additionally, they investigated changes to the energy spectrum when the
estimated signal at a different distance from shower axis was used as the energy estimator [40].
The hardening of the TA spectrum above 30 EeV remains even if the same models are assumed as
shown in Figure 7. Detailed studies on systematic uncertainties and the energy spectrum in the
common declination band are discussed in the report from the joint working group of the Auger
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Cosmic Ray Composition with TALE FD Tareq AbuZayyad
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Figure 1: Fit results to the data -max distributions (per energy bin) to a four component MC distributions.
Primary fractions using the EPOS-LHC based simulations are shown on the left. Right plot shows the
derived hln(�)i from four component fits. Horizontal lines show calculated ln(�) values for H, He, and N,
for reference.

in the left-side plot of Figure 2. A change in the elongation rate of the mean -max as a function
of energy can be interpreted as a change in composition and we look for such change by using a
broken line fit (one floating break point). The results of the fit are shown in the right-side plot
Figure 2. This figure also shows the mean -max measured by the Telescope Array detectors at
higher energies [13]
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Figure 2: Reconstructed TALE events mean -max as a function of shower energy. Results from the last
update to the data, presented at the 2021 ICRC are also shown in the figure. Shower energy estimate using
EPOS-LHC missing energy correction. The plot shows a broken line fit to the elongation rate. The blue
points at higher energies come from a hybrid measurement by TA [13].

The event energy distribution for the final data set is shown in Figure 3. As already noted, the
requirement of direct-Cherenkov contribution to the observed signal limits the acceptance for high
energy events. Below ⇠ 1017 eV, the observed events signal is dominated by direct-Cherenkov light.
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1. Neither protons or iron dominate at any energy
between 100PeV and 100 EeV

2. UHECR primaries are lightest around at 2-3 EeV

3. UHECR above 3 EeV increase in mass with energy

4. The UHECR beam:
! is mixed under 1 EeV
! purifies above 1 EeV
! is 1 or 2 component above 10 EeV

5. Above ⇠5 EeV there is a diminished hint of
mass-based anisotropy in the UHECR flux

6. Above 3 EeV the energy evolution of Xmax appears
to have complex structure.
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Figure 8: The average logarithmic mass numbers. The figures indicate the mass composition at energies
above 3 PeV measured by LHAASO (left) [32] and TALE (middle) [36], and above 300 PeV measured by
Auger (right) [45].

and TA Collaborations [41].
Concerning systematic uncertainties, effects of saturated SDs, optimized distance and lateral

density parameterization were investigated to understand possible reasons for differing spectra at
the highest energies [42]. Furthermore, thanks to the data provided by KASCADE and IceTop,
the data-driven invisible energy estimation was extended to energies below 100 PeV [43]. The
installation of an Auger water-Cherenkov detector at TA (Auger@TA) has been completed. The
detector is currently being prepared for data-taking [44]. Continued Collaboration between Auger
and TA is essential to clarify whether differences observed in the northern and southern hemispheres
are astrophysical in nature or a result of detector systematics/differences in analysis methods.

6. Mass composition – What kind of particles are cosmic rays?

The mass composition of cosmic rays can be estimated from the atmospheric slant depth
where an extensive air shower deposits most of its energy, 𝑋max. 𝑋max is typically measured with
fluorescence detectors. The average value of the 𝑋max distribution at different energies are compared
to expectations from Monte Carlo simulations to determine mass fractions. For surface detector
arrays, measurements of the muon component of extensive air showers are needed to estimate
the mass composition. This can be achieved through analysis techniques or the installation of
underground muon detectors.

The average logarithmic mass numbers above PeV energies were reported from LHAASO-
KM2A [32] and TAIGA-HISCORE [27], indicating a dominant helium composition around 3 PeV,
while TALE results indicated a proton composition at 5 PeV [36] as shown in Figure 8. The mass
composition measurements using muon components from 10 PeV to beyond 100 PeV were reported
by IceCube [17] and KASCADE-Grande [46], indicating intermediate composition between proton
and iron primaries. Beyond 100 PeV, TALE hybrid analysis is capable of measuring three mass
groups; namely proton, nitrogen and iron. The results indicate a charge-proportional maximum
energy for cosmic rays at these energies [47]. The LOFAR radio detector reported intermediate
composition around 300 PeV based on measurements of 𝑋max [48].

At the highest energies, the latest 𝑋max measurements reported by Auger, for both the FD and
SD, indicate a light composition at 3 EeV followed by a gradual increase in mass number as a function
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of energy [3]. Using machine learning techniques, Auger has precisely estimated 𝑋max using only
SD measurements. This revealed additional breaks above 3 EeV , which are in coincidence with
the changes in the spectral index in the energy spectrum [49]. The conventional method of 𝑋max
determination and the new machine learning technique were compared as a Cross check to validate
the machine learning model’s performance [45] as shown in Figure 8. Auger reported a “tension”
between the latest model of QGSJet-II-04 and their observed 𝑋max distributions, and studied how
changing the proton-proton cross section and attenuation length affected their reconstructed 𝑋max
results [50]. Using the latest Auger data-set, a mass composition anisotropy at the Galactic plane
was reported with a significance of 2.5𝜎 [45].

6.1 Studies for systematic uncertainties of mass composition measurements

A function to describe the profile of an air shower called the “Greisen function” was revisited
and compared to the “Gaisser-Hillas” function which is conventionally used [51]. Auger modified
the form of the Gaisser-Hillas function used in their reconstruction to remove the correlation
between parameters of the shower profile [52]. Atmospheric transparency is one of the most
important calibration measurements for fluorescence detectors. Detailed and precise measurements
of the daily modulations in atmospheric transparency were studied by Auger, finding systematic
uncertainties of <4% in energy and <4 g/cm2 in 𝑋max [53]. The mass composition reported by the
Auger and TA working group focused on 𝑋max distributions above 3 EeV. At the current level of
statistics and understanding of systematic uncertainties the distributions appear compatible [54].

6.2 Neutral particle search

Neutral particles (photons/neutrons) have the advantage of avoiding deflections by the Galactic
and extragalactic magnetic fields, and may prove to be the “smoking gun” for cosmic ray sources.
A pioneering result was reported from the Auger collaboration using their 433 m array to constrain
the photon flux above 50 PeV, which in turn gave a constraint on the expected flux of proton-proton
interactions in the Galactic halo [55]. Machine learning techniques for photon searches were
adopted by TA, resulting in a constraint on the photon flux above 10 EeV [56]. TA reconstruction
method for inclined air showers was studied to increase sensitivities for neutral particles [57].

Although the lifetime of a neutron is only ∼900 seconds, ultra-high energy neutrons can travel a
distance of 10× (𝐸/(EeV)) kpc, where 𝐸 is the energy of neutrons. Auger reported no observation
of excess flux towards the directions of reported Galactic gamma-ray sources, thus providing a
constraint on the neutron flux above EeV energies [58].

7. Anisotropy – Where do cosmic rays come from?

Anisotropy of cosmic-ray arrival directions is a long-standing and intriguing mystery for cosmic
ray researchers. Since charged particles are deflected by the Galactic and extragalactic magnetic
fields, anisotropy searches are sensitive to the strength and structure of these magnetic fields. If
the origins of UHECRs are identified, it would be an important breakthrough in astrophysics and
astronomy. Anisotropy searches are conventionally categorized by small, intermediate and large
scales, corresponding to < 10 degrees, 10 − 35 degrees and > 45 degrees respectively.

10
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LSA of WCDA: Wei Liu’s work, CRI8-03, 5:15 PM-5:30 PM

21

Statistics/Simulation Dipole Phase & Amplitude

Frank McNally | Mercer UniversityFigure 9: Amplitude and phase in large-scale dipole anisotropies of cosmic rays. The figures show the
dipole result reported by LHAASO (top figures) [59, 60] and by IceCube (bottom figures) [61].

7.1 Large-scale dipole anisotropy

The GRAPES-3 experiment studied the small scale anisotropy around 16 TeV using an angular
scale of 10 degrees. They reported two significant hotspots, region A and B, with significances of
6.8𝜎 and 4.7𝜎 respectively [28, 62]. The large-scale anisotropies around PeV energies indicated a
transition of phase toward 100 TeV with an increase in the amplitude at energies above 100 TeV. This
feature was measured by LHAASO-WCDA and KM2A from 1 TeV to 10 PeV [59, 60] and measured
by IceCube from 10 TeV to 1 PeV [61] as shown in Figure 9. The feature of a phase transition
and amplitude enhancement could be explained by a nearby source model [63]. The rapporteur
encourages the formation of a working group between the LHAASO and IceCube Collaborations to
disentangle the mystery of the largest cosmic ray accelerators in our galaxy. The large-scale dipole
anisotropy above 8 EeV was measured by Auger with a significance of 6.9𝜎 [3, 64]. The evolution
of the dipole amplitude and its direction as a function of energy are consistent with the expectation
of a transition from Galactic to extragalactic origins.
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Large scale anisotropies

5

We can see the whole sky: 
better reconstruction of large 
scales structures
no assumption needed on higher ℓ 
when measuring the dipole and 
quadrupole amplitudes
(unlike in Auger-only or TA-only 
studies)

The only significant feature found 
is a dipole pointing away from 
the GC at lower energiesEquatorial

Conclusions

11

- We updated the all-sky search 
for anisotropies in the arrival 
directions of UHECR using the 
latest datasets from TA (14 years) 
and Auger (19 years). 

- We confirm the presence of a 
dipole pointing away from the GC 

- A catalog likelihood analysis using 
the starburst catalog rejects 
isotropy at ∼4.6σ post trial 

The ongoing upgrades of the two 
observatories, AugerPrime and TAx4 
will improve significantly this kind of 
analyses in the next years
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Ultra-high energy cosmic rays above 100 EeV51

TA 15-years (ICRC2023 Preliminary), Auger 17-years (ApJ 935 170 (2022))
Figure 10: UHECR sky-maps around the “ankle”, “cutoff”, and above 100 EeV. The flux sky-map
of 45◦ oversamplings with energies around the “ankle” region (top-left) and significance sky-map of 25◦

oversamplings around the “cutoff” region (top-right) in equatorial coordinates reported by the Auger-TA
anisotropy working group [65]. The bottom figure indicates the arrival directions of UHECRs above
100 EeV measured by Auger and TA, together with nearby astronomical source candidates.

7.2 UHECR “astronomy”

The most significant anisotropy at the highest energies was reported by Auger in the direction
of Centaurus A with a significance of 4.0𝜎 above 38 EeV using 27 degrees oversamplings [64].
A flux pattern analysis of the southern sky using a catalog of nearby starburst galaxies resulted
in a significance of 3.8𝜎 under a 9% anisotropic fraction and 25 degree angular-scale [64]. TA
shows two hotspots, one of 2.8𝜎 above 57 EeV in the direction of Ursa Major, and of 3.3𝜎 above
25 EeV in the direction of the Perseus-Pisces Supercluster [5]. The TA hotspots were tested by
Auger using a compatible exposure. No excesses were found in these directions [64]. Further
Cross checks and independent measurements are crucial to increase the currently limited statistics
and hence reliability of these results. The Collaboration between Auger and TA for anisotropy
studies was tasked with measuring the all sky-map at the highest energies [65] and making possible
interpretations [66] as shown in Figure 10. Surprisingly, no excess has been found from the Virgo
cluster which is the most promising source candidate for UHECRs. This has been dubbed the
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“Virgo scandal”.
Figure 10 shows an equatorial sky-map of arrival directions of UHECRs with energies above

100 EeV observed by Auger in 17-years data set operation [67] and TA in 15-years data set.
Although there are intriguing hot/warm spots correlated with nearby possible source candidates
around “cutoff” energies, there is no apparent correlations/clustering with nearby source candidates
above 100 EeV. This isotropic distribution was not foreseen 20 years ago and is likely due to a
heavier composition at the highest energies and uncertainties in the Galactic/extragalactic magnetic
fields and source density. Further data-taking by Auger and TA in both hemispheres and their
upgrades are essential to clarify the origins of UHECRs and to establish “UHECR astronomy”.

7.3 Source constraints using spectrum, composition, and anisotropy

The spectrum, composition, and anisotropy of cosmic rays should be linked to their nature
and origin. LHAASO reported these three observables around the knee region (3 PeV) showing a
spectral break, transition to a heavier composition and increase in amplitude of dipole anisotropies,
indicating a maximum energy to which cosmic rays are accelerated by Galactic sources [32, 60].
Auger reported these three observable at the highest energies [3]. The spectral features of the ankle,
instep and suppression are in coincidence with the “breaks” of the elongation rate of 𝑋max [49].
The dipole amplitude was also observed to increase above 3 EeV, with a shift in phase towards a
direction away from the Galactic center, supporting an extragalactic origin [64]. Combining results
of the spectrum, composition and anisotropy by Auger, a source model of the gamma-ray emitted
active galactic nuclei was disfavored assuming the cosmic ray flux is proportional to the gamma-ray
flux of sources [68, 69]. The rapporteur expects future analyses combining all three observables to
shed light on the origin and nature of UHECRs.

8. Hadronic interaction models – How do high-energy particles interact?

8.1 “Muon puzzle”: Discrepancy in muon number between data and simulations

The muon number is a key piece of information in determining the accuracy of hadronic inter-
action models. IceCube and IceTop reported a discrepancy between the muon numbers estimated
from the number of high energy muons detected above 500 GeV and the muon densities measured
at 600 m and 800 m in the latest interaction models [17]. The Tibet AS𝛾 experiment studied the
muon numbers with a tension of Sibyll models for large shower size [70]. Surprisingly there was a
re-analysis of the Haverah Park experiment’s data. The analysis found no significant discrepancy
in muon numbers estimated from data and simulations [71]. The neutrino experiment KM3Net,
located in the Mediterranean sea, also showed a muon number of 1.4 – 1.8 times larger than MC
expectations [72]. KASCADE-Grande re-analyzed their data using the latest models and found
an intermediate composition between proton and iron primaries, intriguingly showing “no muon
puzzle” [46]. Overall, these results indicate a softer muon spectrum than models in simulations;
fewer high energy muons and more low energy muons.

Auger observes a muon deficiency in comparison to simulations from both their main array and
underground muon detectors [3]. They also provide an independent measurement of “composition
mixture” using muon number and 𝑋max [73]. The results show the composition is not pure around
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4) Combined analysis
‣ The z-scale after applying the energy shifts for common energy calibration.
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Figure 11: Muon densities of extensive air showers measured by a variety of experiments above 1 PeV
The 𝑍 parameter (y-axis) indicates the relative difference in muon number between data and a pure proton
composition compared to that between pure iron and pure proton (as estimated by simulations). Estimates
of 𝑍 using a variety of hadronic interaction models are shown [74].

10 EeV and above 20 EeV, consistent with the observed FD 𝑋max values. Figure 11 shows muon
densities above 1 PeV reported by the working group on hadronic interactions and shower physics
(WHISP) [74].

8.2 Zero-degree measurements at collider experiments

Forward neutral particles are measured by LHCf, with the results being jointly analyzed in
Collaboration with ATLAS [75]. The LHCf measures neutrons, the 𝜂 meson production rate and
the 𝜂/𝜋0 ratio to tune the interaction models [76]. The collision of protons and oxygen nuclei is
scheduled for 2024 [75]. There have also been successful and promising results from FASER. The
Forward Physics Facility plans to measure forward going high energy TeV neutrinos to constrain
hadronic interaction models [77].

There are plans to upgrade the Sibyll and EPOS-LHC interaction models to Sibyll★ [78]
and EPOS-LHC-R [79] respectively. The “MOCHI” parameterization will allow for the study of
effects of ad-hoc modifications to the cross-section, multiplicity, and elasticity parameters [80].
Currently, no model can reproduce muon observables in all energy ranges, thus Cross checks
between theoretical and experimental results as well as further Collaboration is required for fine-
tuning the models.

8.3 Simulations for extensive air showers

The extensive air shower simulation software CORSIKA is now being upgraded to CORSIKA
8 and will be written in C++ [81, 82]. Radio emission has been implemented in CORSIKA 8 and
is ready to use [83, 84]. COSMOS X is an independently developed piece of software which also
simulates extensive air showers and will be important for Cross checks [85]. A user friendly package
named “Chromo" is being prepared and will require the user to only write a few lines of code to
simulate particle interactions. Cherenkov light emission packages are being developed which utilize
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GPUs [86] and python (CHASM) [87]. For the purpose of understanding inclined, high energy
neutrino induced air showers, simulation studies involving 100 PeV extensive air showers in the
upper atmosphere [88], atmospheric skimming showers [89], and radio emission from inclined
showers [90] were reported. A study of the neutron component of extensive air showers was also
performed [91].

9. Geophysics and interdisciplinary research – How useful are cosmic rays for us?

Thunderstorms and lightning are trendy topics in the intersection of geophysics and cosmic
ray physics. LHAASO-KM2A measured a correlation between the strength of the electric fields of
thunderstorms and cosmic ray shower rates [92]. TA recorded a lightning strike using both a high-
speed camera and cosmic ray detector [93]. Auger reported sub-millisecond pulses of gamma-rays
measured by their surface detectors [94]. Also the ELVES and halo which are atmospheric transient
emissions related to lightnings were precisely measured by their fluorescence detector [95].

The GROWTH project is a new initiative to deploy portable gamma-ray detectors across
Japan’s Kanagawa prefecture [96]. GROWTH reported a possible connection between a cosmic
ray interaction and a triggering of the lightning flash in thundercloud [97], and measurements
of the gamma-ray glow spectrum [98]. The results were consistent with the expectation from
bremsstrahlung emission [99]. This detector can be used for exploring the water resources at the
Moon [100]. In space, Mini-EUSO showed results measuring multiple ring ELVES [13, 101]. A
seasonal variation in the number of lightning strikes was reported by GRAPES-3 [102]. LOFAR
has constructed a map of lightning strikes [103]. On a geophysics note, the Hunga Tonga-Hunga
Ha’apai volcano eruption was detected by GRAPES-3 [104] and HAWC [105].

There was significant progress in investigating large-scale historical objects using the cosmic
ray imaging technique of “muography”. The void room and north face corridor of the Pyramid of
Khufu were revealed by a nuclear emulsion detector [21]. The north face corridor was confirmed by
a photograph using a fiber-scope [106]. The rapporteur believes a portable detector with directional
sensitivity to muons is important to achieve precise measurements and progress muography.

10. Theory and phenomenology – How to interpret the experimental results?

Coming up with acceleration mechanisms which could accelerate cosmic rays to the highest
energies remains challenging and is a topic under debate. The theory and phenomenology of
the sites of acceleration and the effects of propagation on UHECRs are crucial for interpreting
experimental results.

Star clusters and shocked stellar winds were proposed as possible cosmic ray sources to explain
both the energy spectrum and the transition in mass composition between PeV to EeV energies [107].
Galaxy clusters [108], ultra-fast outflows [109], stratified jets of active galactic nuclei [110] and jet
back-flows [111] were considered to be the highest energy acceleration mechanisms. Observational
constraints on transient scenarios, such as long gamma-ray bursts with low luminosities and tidal
disruption events were studied [112]. A particle-in-cell (PIC) simulation revealed that heavy ions are
accelerated efficiently because of their larger mass-to-charge ratio [113]. 3-dimensional Magneto-
Hydro-Dynamic (MHD) and test particle simulations were performed to investigate the particle
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acceleration and turbulent field amplification in a highly relativistic shock for the first time [114].
In the non-relativistic system, the efficient ion acceleration at a perpendicular shock, i.e. the angle
between the background magnetic field and the shock normal is 90 degrees, was demonstrated
by 3-dimensional hybrid (kinetic ions—fluid electrons) simulations [115]. Developing numerical
techniques [116, 117] and implementing machine learning techniques [118] in PIC simulations
allowed us to investigate the electron acceleration and the magnetic field amplification in the
non-relativistic shocks.

The difference in energy spectra between Auger and TA at the highest energies was interpreted
as a contribution from a local source [119]. Differences in the mass composition between the
two experiments could also be attributed to such a source [120]. However, it is difficult for these
local source models to explain the isotropic distribution reported at the highest energies. As M82’s
promise as a source for accelerating the highest energy cosmic rays has somewhat diminished, an
alternative explanation for the origin of the TA hotspot being an “echo” of Centaurus A’s active
past was proposed [121]. Possible source models where the origin of the TA hotspot is M82 [122]
and/or M83 [123] were also suggested. Taking into account the maximum rigidity diversity of
sources, it was found that, universally, there is a maximum energy that can be reached by these
accelerators [124].

An advantage of charged particles is that measuring deflections from sources allows the strength
and structure of the Galactic and extragalactic magnetic fields to be inferred. An attempt to reproduce
the observed large-scale dipole anisotropy above 8 EeV using the observed distribution of dark
matter and the Galactic and extragalactic magnetic fields was performed [125]. A new model of
the coherent Galactic magnetic field which includes the final polarized intensity maps from WMAP
and Planck was presented [126]. The expected excess distribution of UHECRs was estimated by
considering the propagation of UHECRs in a turbulent intergalactic magnetic field [127]. Effects
of the Galactic magnetic field on energy spectrum and mass composition are investigated [128].
Assuming an individual extremely high-energy cosmic ray of a specific primary species, a method
to distinguish between steady and transient or highly variable sources, accounting for deflections
by the Galactic and extragalactic magnetic fields, was reported as a “treasure map” [129].

11. Developments in next-generation CRI observatories

To clarify sources of UHECRs, next generation observatories with extremely large exposures
are required. One method of obtaining such large exposures is by using satellites. The satellite
experiments POEMMA-Balloon and Radio (PBR) [130] and MUSES [131, 132] are planning to
launch in 2026. The uniform exposure in the northern and southern hemispheres is important for
Cross checks to confirm the reported hints of anisotropies at the highest energies.

Although primarily focused on radio observations of celestial objects, Square Kilometer Array
(SKA) will have the ability to measure extensive air showers with high resolution; <8 g/cm2 in 𝑋max
and 3% in energy [48]. Similarly, LOFAR 2.0 with low (30-80 MHz) and high (120-240 MHz)
band antennas will also allow for studies of the radio emission from extensive air showers [103].
Radio arrays specifically designed to measure extensive air showers from neutrinos and cosmic rays
are also being developed. Formulating a robust internal trigger for such arrays is a challenging
but essential task. RNO-G reported successful measurements of cosmic rays using their internal
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trigger [133]. GRAND has tested and validated their internal trigger in the laboratory and will
progress to testing in the field [134, 135].

The IceCube Surface Array Enhancement (SAE) is an installation of plastic scintillators at
IceTop which, when combined with the current ice-Cherenkov detector, will increase sensitivity
to the mass composition of primary cosmic rays [18]. SAE prototypes have been installed at both
Auger and TA sites for field measurements and Cross checks. IceCube-Gen2 is a powerful cosmic-
ray detector and covers a broad energy range from 100 TeV to 10 EeV. Combined measurements of
𝑋max and the muon component of air showers will provide a high precision measurement of the
mass composition in this energy range [136]. A prototype of ALPACA, ALPAQUITA, combining
plastic scintillators and underground water Cherenkov detectors in Bolivia, has started data-taking
to search for Galactic PeVatrons in the southern hemisphere [137]. The moon shadow was observed
with a significance of 6.9𝜎, demonstrating the detector’s performance.

To achieve an unprecedented exposure from ground based methods, cost-effective fluorescence
detectors are being developed. FAST [138] is utilizing a simplified mirror setup/optics, whilst
CRAFFT [139] is using Fresnel lens optics. FAST prototypes have been installed at both Auger
and TA for Cross checks on energy and 𝑋max scales [138]. The concept of a Global Cosmic Ray
Observatory (GCOS) poses a promising science case for high energy physics, fundamental physics,
particle physics and solar, geo and atmospheric physics [140]. The future objectives of UHECR
science, outlined in the Snowmass paper [141], were reported in the contributions [142, 143]. The
World-one Collaboration is absolutely essential for the timely realization of a future observatory.

12. Summary and future perspectives

The origin and nature of UHECRs are still inconclusive as of ICRC2023. Looking back 20
years, scientists and researchers have been successful in constructing giant ground based observa-
tories and pioneering measurements from space, resulting in a significant improvement in UHECR
detection. Unfortunately the origin and nature of UHECRs have proven to be more complicated
than our original expectations. The isotropic distribution of UHECRs implies a heavier composition
at the highest energies and uncertainties in the Galactic/extragalactic magnetic fields and source
density. Interdisciplinary studies such as combining geophysics and comic-ray applications have
made remarkable progress.

In ICRC2023 the rapporteur was delighted to meet the enthusiastic next-generation of cosmic
ray scientists and discuss thought-provoking ideas and promising future projects. Hopefully the
proceedings of ICRC2043, possibly held in Japan, will be described as follows; “After decades
of attempts to discover the origin of ultra-high energy cosmic rays, we have established a new
astronomy with ultra-high energy charged particles, firmly confirming their origin and nature”.
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polishing the proceedings. Finally I deeply appreciate all of the scientists and students who I met
and had discussions with at ICRC2023. Without your cooperation, this proceedings would not have
been possible. I am looking forward to seeing you again at upcoming ICRCs.
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