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KM3NeT/ORCA is a large-volume water-Cherenkov neutrino detector, currently under construc-
tion at the bottom of the Mediterranean Sea at a depth of 2450 meters. The main research goal of
ORCA is the measurement of the neutrino mass ordering and the atmospheric neutrino oscillation
parameters. Additionally, the detector is also sensitive to a wide variety of phenomena including
non-standard neutrino interactions, sterile neutrinos, and neutrino decay.
This contribution describes the use of a machine learning framework for building Deep Neural
Networks (DNN) which combine multiple energy estimates to generate a more precise recon-
structed neutrino energy. The model is optimized to improve the oscillation analysis based on
a data sample of 433 kton-years of KM3NeT/ORCA with 6 detection units. The performance
of the model is evaluated by determining the sensitivity to oscillation parameters in comparison
with the standard energy reconstruction method of maximizing a likelihood function. The results
show that the DNN is able to provide a better energy estimate with lower bias in the context of
oscillation analyses.
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1. Introduction

KM3NeT is a neutrino telescope under construction in the Mediterranean Sea [1]. It consists of
two water-Cherenkov detectors: ARCA and ORCA. The principle of detection uses the Cherenkov
light induced by charged particles produced in neutrino interactions in the water. The emitted light
is collected by an array of photomultiplier tubes (PMTs) housed in glass spheres to form digital
optical modules (DOMs). Each DOM holds 31 PMTs arranged to provide directional information of
the incoming photons. The ORCA detector will consist of 115 detection units (DUs) instrumented
with 2070 DOMs, with a total volume of about 7 Mton. The main goal of ORCA is to determine
the neutrino mass ordering and the atmospheric neutrino oscillation parameters. For this analysis,
Monte Carlo (MC) simulations from an early detector configuration with 6 DUs are used.

The reconstruction of the neutrino energy is a key aspect for the oscillation analysis of
KM3NeT/ORCA. Current methods for the energy reconstruction are based on the maximization
of a likelihood function, which relies on a hypothesis for the distribution of light from a neutrino
interaction. This distribution is either track-like when it is induced by muons or shower-like when
it is generated by an electromagnetic or hadronic cascade of charged secondary particles. However,
this approach has some limitations. For the case of the track-like topology, it is assumed for the
reconstruction that the muon propagates in a straight line without scattering. For the shower-like
topology, the produced lepton is e.g. an electron which will induce an electromagnetic cascade that
is assumed to induce light emission in a sperically symmetric way. Both of the hypotheses do not
cover the full picture of the interaction. When a neutrino interacts with a nucleus it produces not
only an outgoing lepton but also a shower of hadrons that will induce light.

The present study aims to make use of the current energy estimates which rely on the track
and shower hypotheses, and combines them with extra auxiliary information, such as the number of
triggered hits, to consider the full information of the interaction topology. By using this ancillary
information and the energy estimates from each hypothesis (track-like, shower-like, and the track
length as an energy proxy) as an input, a Deep Neural Network (DNN), which outputs an improved
energy estimate, is built. The training of the DNN is done using MC simulations of atmospheric
neutrinos. In order to create the network, a set of hyperparameters has to be selected. The
hyperparameters consist of configuration settings that the network cannot learn by itself, such as
the number of layers, the number of neurons per layer, the activation function, and the loss function.
The values of all of these hyperparameters have to be optimized in order to obtain the best possible
network for the given problem.

The best set of hyperparameters will be determined by the performance of the network on
validation data with respect to a chosen metric. For standard regression problems in machine
learning, the metric used is the mean squared error (MSE). In general, the network should be
trained for the lowest possible MSE. However, this might not be the best approach for studying
neutrino oscillations. Ideally, the evaluation metric and the network loss function should be the
sensitivity of the analysis to the oscillation parameters. However, it is not a simple problem to
define a loss function that incorporates this into an event-by-event basis. Therefore, the sensitivity
given by the Δ𝜒2 between two oscillation hypotheses has to be computed when a training is done.
The result is a Δ𝜒2 value for each set of hyperparameters, and the set of hyperparameters that gives
the lowest Δ𝜒2 is the one that is selected.
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Once the selection of the network hyperparameters is done, a full fit of the systematics for the
oscillation analysis has to be done. This will be the final step to validate the energy estimate given
by the network. This is done by applying the training model on the MC event sample containing
neutrinos and atmospheric muons.

2. Methodology

2.1 Building the network

To perform the regression problem for energy estimation, a neural network using Keras with a
TensorFlow backend is built [2]. The network consists of an input layer, followed by several dense
hidden layers with an activation function, and a single output layer.

Track-like Shower-like Trigger information PID features
Energy Energy Triggered hits Track score

Fit likelihood Fit likelihood Triggered DOMs Background score
3d event direction 3d event direction Triggered DUs
3d event position 3d event position

Track length

Table 1: Training features from the topology reconstructions, information on number of triggered hits and
PID classification scores.

The inputs of the network are stated in Table 1, these include the standard energy estimates
for the track hypothesis, the shower hypothesis, and the track length as energy proxy, information
about the number of triggered hits, DOMs, and DUs, and scores from the particle identification
(PID) tasks. The values of the energy estimates have a range from 1 GeV to 1 TeV, which is a very
wide range of values for the network to learn from. This may cause difficulties to the network when
reconstructing true energies around the energy range of interest for oscillations (5 - 40 GeV). The
reason for this is that the network will focus more on the higher energies, as the loss function will
be dominated by the higher energies. To avoid this, the energy estimates were input in logarithmic
scale and the maximum energy for the training sample is set to be 100 GeV, this allows the network
to learn from a wider range of values and to have a better performance for the energies in the region
of interest. We simulate Charged Current (CC) and Neutral Current (NC) interacting events. The
event types used for training are 𝜈𝜇 CC, �̄�𝜇 CC, 𝜈𝑒 CC, �̄�𝑒 CC, 𝜈𝜏 CC, �̄�𝜏 CC, 𝜈 NC, and �̄� NC
events. Additionally, at each layer, a batch normalization layer is applied to the input data. This is
to normalize the input data to have a mean of zero and a standard deviation of one.

2.2 Network architecture

As a starting point, the number of nodes per layer was set to 32 and the number of hidden layers
to 12. Without much tuning, the network was able to learn the energy distribution of the events.
However, the network did not show any improvement over the standard methods when computing
the sensitivity to the oscillation parameters. This was expected since the network was not trained to
learn the oscillation effects, but rather to learn the energy distribution of the events. Therefore, the
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events with the highest sensitivity to oscillations were not given more importance than the others
and could eventually be regressed poorly by the network.

A skip connection architecture was implemented. This refers to an architecture breaking the
sequential models by allowing layer outputs to skip connections and serve as input at a different
layer on a later stage. The motivation behind this is to allow the network to learn the residual
between the input and the output of the network, instead of learning the whole function. In our
case, the input and output of the network are both energy estimates, and the residual between them
is the energy resolution. Thus, we want the network to learn the energy resolution instead of the
energy itself. This is done by concatenating the input energy estimates to the output of the network,
and then train the network to learn the residual between them. With this method, the information
about the energy estimates will not be washed out by mixing it with the other information in the
network, and the network will be able to learn the energy resolution. As the energy estimate tends
to perform differently depending on the type of event evaluated, it is a natural choice to include in
the residuals the features related to the class selection given by the PID.

2.3 Weighting the events

In order to introduce some oscillation awareness during training, a novel method to set up the
weights for training events was implemented. The method consists in giving more importance to
events sensitive to oscillation effects. The usual weight of an event is given by 𝑤 = 𝑤(Δ𝑚2

31, 𝜃23),
where Δ𝑚2

31 and 𝜃23 are the oscillation parameters we want to be sensitive to. One could compute
the weights for events having a different set of oscillation parameters 𝑤(Δ𝑚2

31
′, 𝜃′23). The difference

Δ𝑤 = |𝑤(Δ𝑚2
31, 𝜃23) − 𝑤(Δ𝑚2

31
′, 𝜃′23) | corresponds to the difference in oscillation effects for each

event. For neutral current events the value of Δ𝑤 will be zero, since they are unaffected by
oscillations. For charged current events, Δ𝑤 will be non-zero and will have a strong dependence on
the direction and energy of the event.

During training, each event is given the following weight:

𝑤𝑜𝑠𝑐 = 𝐾Δ𝑤 + 𝑤. (1)

Where𝐾 is a hyperparameter which sets the importance to the oscillation weights during the training.
If 𝐾 is large, the network will give more importance to events with oscillation sensitivity. If 𝐾 is
small, the most common events will be prioritized independent of their sensitivity oscillations.

2.4 Hyperparameter optimization

To further improve the performance of our neural network, the procedure of hyperparameter
optimization to search for the optimal values of the hyperparameters was implemented. The choice
for this purpose was the Optuna package in Python [3], which implements a Bayesian optimization
algorithm (TPE) to efficiently search the hyperparameter space.

The selection of the hyperparameters to optimize are the following:

• Number of hidden layers: In the range of 8 to 64 with steps of 4.

• Number of neurons per hidden layer: In the range of 16 to 128, with steps of 16.

• Batch size: In the range of 32 to 254 with steps of 32.
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• Learning rate: In the range of 10−7 to 10−5, using a log-uniform distribution.

• Activation function for each hidden layer: The options to select the optimal activation function
were PReLU, ReLU, LeakyReLU and ELU.

• The options for selecting the optimal loss function were mean squared error, mean absolute
error and log cosh.

• Training features were divided into groups and the one performing the better was selected,
groups of features are shown in Table 2.

G1 G2 G3 G4 G5 G6 G7
Track-like energy ✓ ✓ ✓ ✓ ✓ ✓ ✓

Track-like likelihood ✓ ✓ ✓ ✓ ✓ ✓ ✓

Track-like track length ✓ ✓ ✓ ✓ ✓ ✓ ✓

Track-like x,y,z positions ✓ ✓ ✓

Track-like x,y,z directions ✓ ✓ ✓ ✓

Shower-like energy ✓ ✓ ✓ ✓ ✓ ✓ ✓

Shower-like likelihood ✓ ✓ ✓ ✓ ✓ ✓ ✓

Shower-like x,y,z positions ✓ ✓ ✓

Shower-like x,y,z directions ✓ ✓ ✓ ✓

Triggered hits ✓ ✓ ✓ ✓ ✓ ✓ ✓

Triggered DOMs ✓ ✓ ✓ ✓

Triggered DUs ✓ ✓ ✓ ✓

Track score ✓ ✓

Background score ✓ ✓

Table 2: Group of features tested for the hyperparameter optimization procedure.

The hyperparameters were optimized using the MSE as a metric. The optimization was done
using the training sample containing 1.48M neutrino CC and NC events, and the performance of
the network was evaluated using the validation sample of 396k neutrino CC and NC events.

Hyperparameter Value
Activation function ELU
Osci. 𝑤 normalization K 103188.39
Learning rate 8.009e-06
Batch size 64
Number of nodes per layer 128
Number of hidden layers 20
Loss function Mean Squared Error
Feature group G6

Table 3: Table of Hyperparameters of the models trained and selected with the highest Δ𝜒2 value.

It is difficult to assess if a reconstruction is good for computing sensitivities to oscillation
parameters. The standard way to compare energy reconstructions is to look at the distribution of
reconstructed energy versus true energy i.e. the energy response function. However, this is not
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enough to tell whether the reconstruction is good or not, since the distribution could be centered
around the diagonal but with a large spread. As the response function is not a single number, it
cannot be used to define a metric for our purposes. In particular, we care about having a correct
energy reconstruction for oscillating events, since they are the ones used to compute the sensitivity
to oscillation parameters. The best energy estimate may depend on the specific task one might
want to accomplish. Therefore, we choose the sensitivity to oscillation as our ultimate metric of
performance for this work. This is done computing the sensitivity to oscillation parameters using
the energy estimate given by the DNN, and comparing it with the sensitivity using the standard
energy estimates.

The standard way to do this is by computing the Δ𝜒2 between two sets of oscillation parameters
using our internal oscillation analysis framework [4]. The direct use of this framework during the
training as part of a loss function is not possible. Also loading the data into the framework after
each training epoch is not feasible, since it would be too slow. For this reason, we use a custom
approximate implementation of the sensitivity calculation which can compute Δ𝜒2 values directly
from the obtained reconstructed energies at the end of each training. This allows to compare
different models, and select the one with the best performance. The Δ𝜒2 sensitivity is computed for
different topology classes of events (High Purity Tracks, Low Purity Tracks and Showers) [5]. The
model selected is the one with the best performance for the sum of the Δ𝜒2 of the three classes.
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(a) High Purity Tracks class

101 102

True Neutrino Energy [GeV]

101

102

Re
co

ns
tru

ct
ed

 E
ne

rg
y 

[G
eV

]

KM3NeT/ORCA6 Preliminary, 433 kton-years
Showers

Standard Reco. Median
68% Quantiles
DNN Reco. Median
68% Quantiles

(b) Showers class

Figure 1: Energy response functions for different classes of neutrino events. Events are reconstructed using
the standard method and the DNN to compare.

3. Results and discussion

After training the neural network and selecting the optimal hyperparameters, the performance
of the network is evaluated.

3.1 Energy response function

The energy response function of the neural network is compared with the standard recon-
struction method in Figure 1, where we show the energy resolution for the different classes of
events.

6



P
o
S
(
I
C
R
C
2
0
2
3
)
1
0
3
5

DNN for combined neutrino energy estimate with KM3NeT/ORCA6 Santiago Peña Martínez

The energy estimate given by the DNN shows a distribution with less bias than the standard
reconstruction method. Additionally, the energy for the track events saturates eventually at a given
energy for both energy estimates. This is a consequence of the finite size of the detector which may
not contain the full energy deposition of the events. The muon produced in the interaction will leave
the detector without fully depositing all its energy. For the case of the DNN, we see this saturation
to occur at a higher reconstructed energy, possibly meaning the DNN is able to get information from
the hadronic shower given by the triggered hits to correctly reconstruct the energy of the event. This
effect is particularly useful to prevent the presence of events with high true energy from polluting
the sample of reconstructed energies around the oscillation regime.

3.2 Sensitivity to oscillation parameters
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Figure 2: Contour at 90% CL of ORCA6 sensitivity to oscillation parameters 𝜃23 and Δ𝑚2
32 using the DNN

reconstructed energy compared with the standard energy estimates.

The performance of the network is evaluated by computing the sensitivity to oscillation param-
eters as a Δ𝜒2 using the reconstructed energy and by comparing with the standard energy estimates.
Results are shown in Figure 2. At every point in the contour the log-likelihood is minimized relative
to all nuisance parameters defined for the main oscillation analysis of the experiment [5]. The figure
shows that the network leads to a better performance in constraining the value of Δ𝑚2

32. For the
case of 𝜃23, the gain is negligible.

In order to assess the gain of using the DNN for the analyses, we compute the exposure needed
to attain the same values of the errors on the oscillation parameters. Results are shown in Figure
3. The figure shows that the better precision of the DNN for the Δ𝑚2

32 parameter is equivalent to
having 12% more exposure, while for the sin2(𝜃23) parameter it is equivalent to having 2% more
exposure.
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Figure 3: Precision to oscillation parameters sin2 𝜃23 and Δ𝑚2
32 as a function of exposure in kton-years for

the DNN and the standard energy estimates.

3.3 Summary

Using a Deep Neural Network combining the energy estimates from three standard recon-
struction methods plus additional topological information of the events allows to improve the
performance of the energy reconstruction of an event. This improvement is translated into a better
sensitivity to oscillation parameters, and a gain in precision for the same exposure. Additionally,
the reconstructed energy has less bias than the standard reconstruction methods. This method high-
lights the importance of having a reconstruction that considers the different topologies of a neutrino
interaction. This tool will continue to be improved and tested on the different physics analyses,
including BSM scenarios within the collaboration. Future work will test different sample selections
and a wider scan of training features to look for improvements on the sensitivity to oscillations.
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