Enhancing the Sensitivity of RNO-G Using a Machine-learning Based Trigger
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The Radio Neutrino Observatory in Greenland (RNO-G) is an array of radio detector stations which has been designed to study ultra-high energy (∼10^{18} \text{ eV}) neutrinos. The experiment, when completed, will have the best sensitivity in this energy range and will yield a major advancement in our understanding of the sources and propagation of the highest energy cosmic rays. While RNO-G will be sensitive to primarily \( E \gtrsim 100 \text{ PeV} \) neutrinos, the optical-based detectors only have a large enough exposure to study up to \( \sim 1–10 \text{ PeV} \), leaving a gap in the energy range between the two detection methods. For RNO-G, the energy threshold is set by our ability to distinguish the Askaryan pulses, created from neutrino interactions, from the irreducible background of thermal noise. Using modern machine learning techniques, an online trigger can be implemented to identify small-amplitude pulses from in-ice cascades and thereby decrease the energy threshold of RNO-G. Such an advancement will increase the expected amount of observed neutrinos as well as close the gap between radio- and optical-based observatories. We present a convolutional neural network for classification of neutrino events that can be run as a second-stage trigger.
1. Introduction

With the discovery of astrophysical neutrinos \( E \gtrsim 10^{14}\text{ eV} \) by the IceCube Observatory \cite{1, 2}, the era of neutrino astronomy has begun. As a cosmic messenger, neutrinos have the benefits of being uncharged and can thus be used to identify their sources. Since they interact only via the weak force, individual particles can escape from relatively dense source environments, such as accretion disks. However, the small cross-section also requires that extremely large detectors need to be built in order to observe the small flux with a steep power-law spectrum \( \propto E^{-\gamma}; \gamma \approx 2.5 \). For the current generation of astrophysical neutrino detectors, comprised of optical sensors in liquid/frozen water, the observatories are \( O(1\text{ km}^3) \) in size and observe several neutrinos per year with an energy of \( O(1\text{ PeV}) \).

The next generation of observatories, such as the Radio Neutrino Observatory in Greenland (RNO-G) \cite{3}, target an even higher-energy class of cosmic messengers, cosmogenic neutrinos. These neutrinos are expected to be produced by ultra-high energy (UHE) cosmic rays \( E \gtrsim 10^{18}\text{ eV} \) interacting with the cosmic microwave background \cite{4, 5}. Cosmogenic neutrinos would be produced primarily with energies of \( 10^{17} - 10^{19}\text{ eV} \), depending on the specifics of the sources and the distribution of energy/mass of the resultant UHE cosmic rays, see \cite{6–8}. The observation of UHE neutrinos requires extremely large detectors, \( O(100\text{ km}^3) \).

Such a large volume can be observed by placing radio antennas in glaciers, such as in Greenland \cite{9}. The antennas observe the radio-frequency emission that is produced by the electromagnetic cascades caused by neutrinos interacting in the ice. RNO-G is based on this design and includes stations comprising 15 deep antennas at depths of 40–100 m below the surface and 9 shallow antennas a few meters below the surface, see Fig. 1. The radio technique becomes a viable method for detection starting at around \( E \gtrsim 10^{17}\text{ eV} \) where the radio emission is large enough, with respect to the radio-frequency noise, such that a station can observe in-ice showers up to a distance of \( \sim 1\text{ km} \).

This leaves a notable gap in energy between where the current (and future) generation of optical detectors run out of statistics and where radio-based detectors begin to be sensitive. Instrumenting orders of magnitude more volume with optical sensors to reach 100 PeV is both difficult and expensive due to the nonlinear scaling of the flux and logistical considerations. Instead, the
Figure 2: Example waveform that would pass a 10kHz phased-array trigger, but not a 1 Hz trigger. The top four waveforms are the normalized voltages in the four vertically-polarized (Vpol) antennas. The fifth waveform is the coherent sum on the triggered beam. The bottom waveform shows the integrated-power amplitudes in the eleven beams. The color of the Vpol voltages match that of the triggering beam.

sensitivity of the radio technique can be improved by implementing a more intelligent trigger that is able to detect smaller amplitude waveforms within the noise. This will directly improve the expected signal rate at all energies and will have a particularly large influence for showers below $10^{17.5}$ eV, directly closing the gap with the optical array. In this proceeding, we discuss ongoing work to design a convolutional neural network (CNN) to be included in the trigger decision. This will directly increase the effective volume of the observatory at little-to-no additional cost.

2. Extending the current trigger design for RNO-G

The particle cascades, resulting from neutrino interactions in the ice, produce impulsive, coherent signals. The electric fields refract in the approximately-exponential refractive-index gradients of the Greenland ice [10, 11] and thus follow curved paths on the way to the antenna. To detect neutrino interactions in the ice, the received bipolar pulse must be distinguished from noise.

For in-ice antennas, the radio-frequency noise emitted by the galaxy is mostly shielded by the ice. Only emission originating from a few tens of degrees from the zenith is received by the dipoles. However, this is where the sensitivity of the antennas is the smallest. Additionally, the remote sites that are needed to instrument such large volumes of ice minimize the typical anthropogenic noise that might also cause impulsive signals, see [12, 13]. This leaves thermal noise as the dominant source of background when designing a trigger system.

The current RNO-G stations have two sets of triggers for the deep and shallow antennas. The shallow LPDA antennas are triggered using a Schottky diode and require two of the six antennas to pass a threshold to initiate data-readout. Neural network triggers have been studied in the context of
these types of antennas before [14]. This work focuses on the deep antennas for which the trigger is based on the four deepest antennas shown in Fig. 1. These antennas are known as the phased-array and trigger by coherently summing the four waveforms with respect to each other based on eleven different arrival directions (so-called beams), see Fig. 2. The power within overlapping windows is calculated, and a threshold is applied to this integral quantity, for more see [3, 15].

The current bandwidth for data-transfer from the RNO-G stations allows for a trigger rate of 1 Hz. In this work, we extend this single-stage trigger to a two-stage trigger. The general scheme is to decrease the power-integration threshold such that triggers are instead produced at a 10 kHz rate. Waveforms that pass this first stage are then given to a CNN, which performs filtering with a rejection rate of $10^4$ such that the end bandwidth remains constant at 1 Hz.

3. Neutrino and electronics simulation

Simulations of the neutrino interactions, the propagation of the radio-frequency emission in the ice, and the station response were performed using NuRadioMC [16]. Neutrinos of all three flavors as well as both charged/neutral current interactions were generated and the radio-frequency emission was propagated to the antennas. For time and logistical reasons, only the four phased-array antennas were simulated. The gain pattern of the Vpol antennas was convolved with the received electric fields. The readout hardware was approximated by high- and low-pass Chebyshev filters with cutoff frequencies of 96 and 220 MHz, respectively.

The phased-array trigger is run on waveforms that are digitized at 500 MS/s and up-sampled to allow for 1 ns precision when forming the beams. For the simulations, the electric fields are first generated at 5 GS/s, folded with the antenna response and down-sampled to 500 MS/s. Since the current FPGA board already performs up-sampling for calculating the power integration and thus would already be in memory on the FPGA, we also use the up-sampled waveforms when calculating the neural network trigger.

Three simulation sets were made. The first is used for training and validation and included events that passed the 10 kHz trigger and not a 100 mHz trigger. This focuses the training set on the events that are the closest to the trigger threshold. Equal amounts of such triggered events were made for $\lg(E_{\text{show}}) = 0.25$ energy bins for each flavor/interaction combination, where $E_{\text{show}}$ is the shower energy, for energies between $10^{16}$ and $10^{19}$ eV. For the testing data set, events were simulated at fixed neutrino energies between $10^{16}$ and $10^{19}$ eV and with $\lg(E_\nu) = 0.25$ spacing. A third data set was made of pure noise waveforms. These were produced by making random instances of 300 K thermal noise at 500 MS/s applying the phased-array algorithm. Waveforms were kept if they passed the 10 kHz trigger condition. In total, 711k neutrino simulations and 1M background events were made for training and validation and 780k neutrino simulations were made for testing.

4. Network design and training

When considering the architecture and size of the CNN, the most important consideration is that the network must run on the Cyclone® V 5CGXC7 field-programmable gate-array (FPGA) [17].

---

This is defined to be the amount of energy deposited by the hadronic part of the shower. For charged current interactions from $\nu_e$, the neutrino energy is equal to the shower energy.
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Figure 3: The schematic of the network architecture used in this study. The three parts of the network include a/some convolutional layer(s), max-pooling, and a fully connected layer. The 4+1 waveforms are indicated by color.

The space of meta-parameters for the network is thus limited by the constraints that the network must fit onto the FPGA and that the computation of the CNN must not introduce significant additional dead-time. In the proposed two-stage design, the phased-array will trigger at 10kHz, making a trigger every 100\(\mu\)s, on average. So the CNN that is included will need to be run after and thus should be executable on the FPGA in 1–10\(\mu\)s. Given the 440 onboard multipliers and the 500 MHz clock, the network is limited to \(O(10^k - 100k)\) floating-point operations (FLOPs), depending on how parallelizeable the chosen architecture is. This also limits the structure to be feed-forward and with few branch-points, as recursive elements and decision points significantly reduce parallelizability.

The design of the CNN design is shown in Fig. 3. The architecture includes three main components, a/some convolutional block(s) with a relu activation, max-pooling, and a fully connected layer with a sigmoid activation function. An important design consideration is that the 4+1 waveforms are essentially treated independently until the final full-connection step. Mixing the information across antennas firstly did not yield an improvement in the network response. Additionally, the separation of the information implicitly makes the network calculation more parallel.

Networks of various depths were tested to explore the meta-parameter space for architectures that require up to \(O(10^k)\) FLOPs. In this work, we highlight three networks that produced the best results for a given number of calculations. The designs of the three networks are given in Tab. 1. These networks increase by a factor of three in total number of computations per inference. However, it should be pointed out that the total amount of time to perform an inference may not scale linearly with the number of FLOPs due to bottlenecks in the computation of the algorithm, reducing the parallelizability. The subset of the waveform (“waveform length” in Tab. 1) given to the network was determined by the time at which the 10kHz trigger was fulfilled. Each waveform was trimmed such that the phased-array trigger time is in the center of the waveform, mimicking what would be possible in the FPGA.

A binary-cross-entropy loss-function was used to train the models to classify the simulated neutrino events waveforms and noise. The metrics for training are shown for the medium network in Fig. 4. The left figure shows how well the data is separated based on the network output value. When implementing the trigger, the threshold applied to the network output value is the final
## Table 1: The parameters describing the architecture of three CNNs are given. Shown, schematically in Fig. 3, the three parts are a convolutional layer, a max-pooling layer, and a fully-connected layer. The total number of FLOPs needed to make an inference are also given.

<table>
<thead>
<tr>
<th>Network parameter</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform length (ns)</td>
<td>64</td>
<td>80</td>
<td>128</td>
</tr>
<tr>
<td>Convolution layers</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Convolution filters</td>
<td>5</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Convolution kernel</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Convolution stride</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Max-pool kernel</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>FLOPs</td>
<td>5k</td>
<td>14k</td>
<td>47k</td>
</tr>
</tbody>
</table>

## Figure 4: The training quality is shown for the medium-sized network (see Tab. 1). Left: distributions of the CNN network output for the 10 kHz pre-triggered signal and noise waveforms. Right: False-positive rate vs the true-positive for several threshold values on the network output (black circles). The efficiencies for several equivalent trigger rates are also shown.

### 5. Enhanced effective volume using the neural network trigger

We applied the networks to the testing data sets as a way to determine the impact of the second-stage trigger. For each of the events, the waveform was trimmed, again with the time that the 10 kHz trigger occurred being half-way into the waveform. The CNN was applied to the 4+1 waveforms and the network output was checked against the threshold corresponding to a 1 Hz trigger level. Events that passed this selection were marked as detected.
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The increase in effective volume is shown with respect to the current 1 Hz phased-array trigger. The 10 kHz phased-array trigger is shown in dashed blue. The small, medium, and large CNN-based triggers, tuned to give a $10^4$ background reduction, i.e. 1 Hz background rate, are also shown. The number of FLOPs per inference of the three networks are given in the legend.

The increase in effective volume is shown in Fig. 5. This plot shows the ratio of the effective volume for a given trigger type with respect to the standard 1 Hz phased-array trigger. The 10 kHz line is shown and indicates what would be possible for an ideal second-stage filter. The small, medium, and large CNN-based triggers fall in the middle. The increase in effective volume is $\approx 45\%$ at $10^{17}$ eV and $\approx 20\%$ at $10^{18}$ eV, and would directly translate to a proportional increase in the number of detected events.

That the increase of the sensitivity is not flat in energy is mostly related to the way that the effective volume scales with energy. At low energies, the viewable ice depends mostly on the distance of the emission to the antennas. Most events are very close to the trigger threshold, and a small increase in threshold results in a large increase in effective volume. At higher energies, the average signal-to-noise ratio is larger, and most events that pass a 10 kHz trigger also pass a 1 Hz trigger. The main limitation for detection is simply if the beamed emission is pointed towards the antenna. The increase in sensitivity equates to an increase in the viewing angle. However, since the emission falls sharply off the Cherenkov cone, the impact of using a CNN-based trigger is reduced.

6. Conclusion

One of the main science goals of RNO-G is the discovery of the UHE-neutrino flux. Even for the most optimistic models, the experiment may only detect $O(1)$ event per year. For such rare signals, the effective volume of the observatory is the most critical factor. We presented a method to directly enhance the sensitivity of the RNO-G stations by developing a CNN that can be run as a filter along with the current phased-array trigger.

We studied three light-weight networks that can be implemented on the current FPGA that is included in the RNO-G readout hardware. These networks range from 5k to 45k FLOPs to make an inference. Applying these networks to simulated events shows an increase in the effective volume by 80% to 15% for neutrinos with energies of $10^{16}$ eV to $10^{19}$ eV. The differences between the largest
and smallest networks is at the level of 5%–10%, indicating that in the conservative path, a very small dead-time of $\lesssim 1 \mu s$ ($\lesssim 1\%$) would need to be introduced for a much larger gain in sensitivity.

Further work will include lab tests of these types of networks, where neutrino pulses can be directly injected into the hardware using an arbitrary waveform generator. This will allow for an end-to-end test of the trigger to confirm its stability and effective background rejection. Other systematic effects, common to many simulation-based training-schemes, will also be studied including to determine where the simplifications in the simulation code may have an effect on the network response such as the quasi-exponential index of refraction [10, 11] and birefringent properties [18, 19] of the ice. Additionally, a trigger scheme where only a neural network is run in real-time could potentially boost the sensitivity even further, as it would not rely on an ad-hoc pre-trigger.
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