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KM3NeT is a multi-site neutrino telescope under construction in the depth of the Mediterranean
Sea, consisting of two Cherenkov telescopes, ARCA and ORCA, both of which are currently in
data-taking. Among the primary scientific goals of KM3NeT are the observation of cosmic neu-
trinos and the investigation of their sources. ARCA and ORCA are optimized in complementary
energy ranges, allowing for the exploration of neutrino astronomy from MeV to tens of PeV. The
combination of an extended field of view and a high duty cycle of Cherenkov-based neutrino
detectors is crucial for detecting and informing other telescopes about interesting neutrino can-
didates in a very short time. As emission from these sources can rapidly fade, the alerts need
to be shared with low latency, in order to allow for a prompt follow-up in the multi-messenger
and multi-wavelength domains, particularly for the detection of transient and variable sources. In
the case of poorly localized triggers, such as gravitational waves, KM3NeT can provide refined
pointing directions, representing a further advantage. This contribution reports on the status of
the software architecture implemented in KM3NeT for a fast reconstruction and classification of
events occurring in the detectors. Additionally, the results of the online processing of KM3NeT
data in coincidence with GRB221009A will be presented.
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1. Introduction

The goal of real-time alert systems is to enable multi-messenger (MM) observations allowing
the localization and identification of sources, particularly in the presence of fading events. Thanks
to its fast response, almost continuous duty cycle, and large field of view, KM3NeT is well suited
to trigger observatories with limited solid angle visibility to quickly point their instruments in a
well-defined direction of the sky. Other way around, KM3NeT can carry out follow-up observations
of external triggers, thus enhancing the utility of joint observation campaigns. The rapid provision
of alerts is crucial to detect transient and variable sources, such that fast algorithms coupled with
automated notification systems have to be employed in the online processing of events.
The KM3NeT Collaboration has developed a Real-Time Analysis (RTA) platform for each of its
two detectors: after validation in a six-month commissioning period, the system is currently imple-
mented into the standard data flow. It is now regularly reconstructing and classifying events with a
median latency below ∼ 10 s for both ARCA and ORCA data, as well as receiving and processing
external alerts. The recent start of the fourth data taking run of the two LIGO Gravitational-Wave
(GW) interferometers is hence accompanied by the KM3NeT monitoring of the neutrino sky, in
analogy with the MM activities performed during the previous acquisition run of LIGO-Virgo [1].
This contribution describes the status of the RTA framework implemented in KM3NeT. In Sec. 2
the main features of the experimental apparatus are described, followed in Sec. 3 by details of the
framework that has been developed for the real-time trigger and follow-up of MM alerts. This
section also reports on the online analysis of GRB221009A, the most luminous Gamma-Ray Burst
(GRB) ever detected, which occurred during the commissioning of the KM3NeT RTA system.
Conclusions are drawn in Sec. 4.

2. KM3NeT

KM3NeT [2] is an European research infrastructure consisting of a network of deep-sea neu-
trino detectors located in the Mediterranean Sea: ARCA offshore Sicily (Italy) at 3.5 km depth,
and ORCA offshore Toulon (France) at 2.5 km depth. These are three dimensional arrays of photo-
sensors recording the time, position and charge deposit of Cherenkov hits induced by the passage
in water of ultra-relativistic charged particles produced at neutrino interactions, thus allowing for
the reconstruction of the incoming neutrino direction and energy. The two instruments profit of
the same technology, based on the Digital Optical Modules (DOMs), glass spheres hosting 31 3′′

Photo-Multiplier Tubes (PMTs) as well as the electronics for data acquisition and calibration [3].
18 DOMs compose a Detection Unit (DU). At the time of writing, the two detectors are taking
data, ARCA with 21 DUs and ORCA with 18 DUs, in the so-called ARCA21 and ORCA18 con-
figurations, respectively. Besides the different location and depth, ARCA is the larger and more
sparsely instrumented detector compared to ORCA. In ARCA, the DUs are horizontally separated
from each other by an average distance of about 90 m and the vertical distance between DOMs
belonging to the same DU is 36 m. In contrast, the DUs in ORCA are installed about 20 m apart
and the vertical distance between DOMs is 9 m. The different geometries of ARCA and ORCA
permit scientists to explore complementary energy ranges of the interacting neutrinos: ARCA has
enhanced sensitivity in the multi-TeV domain, while ORCA is optimized for the detection of sub-TeV
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neutrinos. Moreover, searches for MeV neutrinos, e.g. those expected in Core Collapse SuperNova
(CCSN) explosions, can be performed exploiting signals in individual DOMs, by looking for an
increased rate in hit coincidences within its PMTs. The broad energy coverage of the two KM3NeT
detectors hence enables analyses in the MeV to multi-PeV domain. In addition, the high duty cycle
of Cherenkov detectors, coupled to the 4𝜋 field of view, guarantees continuous monitoring of the
neutrino sky, which is of paramount importance in the context of transient and variable emissions
from cosmic sources. To fully explore the time-domain neutrino astronomy, the KM3NeT Collab-
oration has implemented a real-time reconstruction and classification system of events, allowing
for a fast selection of a high-purity neutrino sample as well as for follow up external triggers. The
KM3NeT RTA system is described in the following, with a focus on the latency times for event
processing and alert distribution to the external community.

3. The RTA framework

The KM3NeT telescopes follow the so-called all data-to-shore concept, i.e. all data are sent
from the detectors to their respective control stations on the shores, where the Data Acquisition
System (DAQ) applies an automated filtering in order to reduce the data output for storage. Before
data writing, the collected hits and triggered events are propagated into the RTA platform, where they
are sudden processed through different pipelines. Two RTA modules are running continuously in
the detector shore stations, in order to identify interesting neutrino-induced events within KM3NeT
data. One is the online processing pipeline for reconstruction and classification of events induced
by the interaction of GeV-PeV neutrinos; the other is the MeV SN analysis, as detailed in Sec. 3.1.
Data from each detector are then transferred to a common dispatcher, where analysis pipelines
are activated: these include both auto-correlation searches as well as follow-up studies, starting
automatically whenever an interesting external alert is received from the MM community. Currently,
four follow-up analyses are in place, looking for space and time coincidences between KM3NeT
events and GWs, GRBs, other transients and high-energy neutrinos from IceCube, as presented in
Sec. 3.2. The described data flow is schematically illustrated in Fig. 1.

3.1 The online GeV-PeV event processing module

Neutrinos with energies in the GeV-PeV range can trigger multiple DOMs in the detector, leav-
ing two distinct topological signatures according to their flavor and interaction channels, namely:
1) track-like events, mainly from the charged-current (CC) interactions of muon neutrinos 𝜈𝜇 and
partially from the CC interactions of tau neutrinos 𝜈𝜏 ; 2) shower-like events, from the electron
neutrino 𝜈𝑒 CC interactions, the neutral-current (NC) interactions of all neutrino flavors and the
majority of tau neutrino CC interactions. Based on these two event signatures, KM3NeT recon-
struction algorithms can be divided into track and shower reconstructions [4], the former providing
the best angular resolution and the latter featuring a remarkable energy resolution, particularly for
contained events. Both the online directional and energy reconstruction adopt the same algorithms
as in offline, with the exception that some steps are avoided in the online chain in order to process
data as fast as possible. A further difference among online and offline reconstructions is the fact
that dynamical calibrations are not yet implemented in the real-time chain: while optimizations are
in progress, the current track-like reconstruction of ARCA21 data can achieve sub-degree precision
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Figure 1: A schematic illustration of the real-time framework architecture of KM3NeT.

for neutrino energies above 10 TeV [5].
To handle the high trigger rate with low latency, parallel multi-core processing is adopted: Fig. 2
shows the rate of reconstructed events in a time window of few days with the detector configurations
ARCA21 and ORCA18. For the same event topology, the rate of reconstructed events is different
for the two detectors because of the different depth where they are located, the deeper location of
ARCA implying a lower background from atmospheric muons.

The event processing at the ARCA and ORCA shore stations is implemented through different
architectures: for each ARCA event, topological reconstructions and classifications are run in
parallel, while ORCA data are processed serially, namely a single client is in charge for both the
track-like, the shower-like and the classification of an individual triggered event. Fig. 3 shows
histograms of the resulting online processing times of individual events, in the two current detector
configurations: in the case of ARCA21, a median delay of 3.6 s is achieved between the event
triggering and its reconstruction by either the track-like or the shower-like algorithm (hence including
the data filtering from background noise, its buffering, dispatching and finally reconstruction times),
as visible in Figs. 3(a) and 3(b), respectively. An analogous timescale is obtained in the classification
processing, as shown in Fig. 3(c), where the time shown includes again filtering, buffering, and
dispatching of data before the actual classification. A median of 6.0 s is achieved for ORCA18
events, such a delay including filtering, buffering, dispatching, serial topological reconstruction and
classification, as shown in Fig. 3(d).
With regards to the classification algorithms that are currently in place for both ARCA and ORCA,
machine learning techniques are being adopted, both Boosted Decision Trees and Graph Neural
Networks capable of fully exploiting the detector geometry. A first classifier aims at performing
a fast neutrino classification to separate neutrinos from the large muon background: each event is
evaluated with a classification score indicating the probability of it being a neutrino, its output being
crucial in the process of neutrino selection in the following correlation search module. A second
classifier, in turns, determines the most likely event topology, providing the likelihood for the event
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(a)

(b)

Figure 2: Event rate at (online) reconstruction level in ARCA21 (a) and ORCA18 (b) as a function of time,
from June 03rd to June 07th 2023.

to belong to either the track or the shower sample. Currently, the processing time taken by each
classifier amounts to ∼ 0.3 s/event. After the event classification, ARCA and ORCA data streams
are combined for common analysis and any subsequent alerts in the so-called MM dispatcher, shown
in Fig. 1. At this level, a neutrino sample can be selected by choosing the appropriate cut on the
classification scores depending on the analysis.

3.2 The MeV neutrino CCSN module

The main goal of the MeV CCSN pipeline is to provide early warning for optical telescopes for
the observation of the next Galactic CCSN, as SN neutrinos arrive hours before the electromagnetic
signals [6]. The KM3NeT real-time SN analysis takes as input the raw PMT data, such that each
DOM acts as a standalone detector and coincidences among its PMT hits are investigated [7, 8]. The
number of PMTs hit in a coincidence is defined as the multiplicity: the KM3NeT CCSN pipeline
evaluates the multiplicity every 0.1 s in a 0.5 s sliding window, where the size of the window
corresponds to the typical duration of the accretion phase of the 𝜈̄𝑒 burst. Radioactive decays
dominate at low multiplicities, while the contribution of atmospheric muons dominates above a
multiplicity of 8. The latter background can be reduced by exploiting the fact that muon tracks
typically produce correlated coincidences on multiple DOMs: as shown in Fig. 4(a), such a filtering
permits ORCA to achieve lower background values than ARCA, thanks to the fact that the denser
array can more efficiently identify low-energy atmospheric events. The same figure shows the
expected event rates from simulated CCSN bursts, which increase with the mass of the progenitor’s
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(a) (b)

(c) (d)

Figure 3: ARCA21 real-time processing times for event acquisition, distribution, reconstruction into track-
like (a) and shower-like (b) topologies, and classification (c). (d) ORCA18 real-time processing times for event
acquisition, distribution, reconstruction into both track-like and shower-like topologies, and classification.

star. The simulations indicate that the KM3NeT sensitivity is maximal at high multiplicities and that
more than 95% of the Galactic CCSNe are potentially observable, in the scenario with progenitor’s
mass of 11 𝑀� and above. The KM3NeT MeV neutrino CCSN module is operational, and it is
sending alerts with false alarm rate less than 1/week to SNEWS [9] with a latency shorter than 20 s.

3.3 Analysis pipelines for multi-messenger alert follow-up

At the reception of an external alert, analysis pipelines are triggered simultaneously both for
ARCA and ORCA accordingly to the type of alert, namely a parser reads the incoming message and
extracts relevant information to run the corresponding analysis pipeline [10]. A preliminary alert
selection is performed at this stage, based on source visibility, quoted size of error box, time delay
between event trigger and alert reception, and false alarm rate of the notice.
Currently, four kinds of real-time analyses are in place to look for temporal and spatial coincidences
among the KM3NeT reconstructed events and either: i) GRBs, ii) GW extended region, iii) neu-
trinos identified by IceCube, and iv) transient events (e.g. flaring/variable objects). In addition to
these, a pipeline for MeV neutrinos in coincidence with GWs is also in place, that similarly to the
SN analysis counts the number of coincidences within single DOMs in a sliding window of 0.5 s.
Each analysis pipeline implements its own search strategy (upgoing/downgoing), gets the recon-
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structed events, applies the predefined event selection for track and shower events, performs the
correlation search and produces the results, merging both event channels. Different iterations of
the pipeline are performed with progressively extended time windows, possibly including the most
refined coordinates of the alert. For the MeV neutrino analysis, the time window starts at the time of
the alert 𝑡alert with a width of 2 seconds afterwards. For the high-energy event search in coincidence
with GWs, two iterations are run, the first from 𝑡alert − 500 s to 𝑡alert + 500 s, and the second up to 6
hours after the alert. Also for neutrinos two iterations are performed, but in different time windows,
respectively [𝑡alert−1 h; 𝑡alert +1 h] and [𝑡alert−24 h; 𝑡alert +24 h]. For GRBs and all other transients,
in turn, four iterations are run, the first in the time window [𝑡alert − 24 h; 𝑡alert], and the following up
to 3 hr, 6 hr and 24 hr. The expected background is estimated using a few days before the alert.

3.3.1 The online follow-up of GRB221009A

On 2022 October 9th, the brightest GRB ever recorded triggered the gamma-ray instruments
onboard of the Swift and Fermi satellites. At first, Swift-BAT reported a transient event at 14:10:17
UT, first cataloged as Swift J1913.1+1946 [11], at RA = 288.263◦, DEC = +19.803◦. Fermi-GBM
triggered an event at 13:16:59 UT at a location consistent with Swift-BAT [12]. Later, LHAASO
reported the observation of GRB221009A [13] with energy above 500 GeV by the LHAASO-
WCDA (within 2000 seconds after T0) and with energy up to ∼ 10 TeV with LHAASO-KM2A, the
highest energy radiation ever detected from GRBs. IceCube soon performed a search for track-like
muon neutrino events, at first in a time window of -1 hour/+2 hours from the initial trigger reported
by Fermi-GBM, and later in a time window of 2 days [14]. In both cases, data were consistent
with background only expectations, which allowed for setting upper limits on the time-integrated
muon-neutrino flux set respectively at 𝐸2𝑑𝑁/𝑑𝐸 = 3.9 × 10−2 GeV cm−2 for the first search and
4.1 × 10−2 GeV cm−2 at 90% CL (assuming an E−2 power law for the neutrino spectrum).
A quick follow-up was also performed using KM3NeT online data: unfortunately, at the time of
the alert, the source was above the KM3NeT horizon, as shown by the sky map in Fig. 4(b). The
search for MeV neutrinos yielded a result compatible with background expectations. In addition,
two high-energy analyses were run, based on an on/off technique: for ARCA, a region of interest
radius of 2◦ was used; for ORCA, an angular search radius of 4◦ was adopted instead, the larger size
being related to the higher kinematics angle between the parent neutrino and the emerging muon at
low energies. No events were found in the on region of any of the online analyses, whose results
have been published in [15]; a refined follow up analysis was also performed, confirming the lack
of associated neutrinos in KM3NeT data, as reported in [16].

4. Conclusions

The construction and data taking of the KM3NeT infrastructure is ongoing at two designated
sites, where the ARCA and ORCA telescopes are located. Each detector currently implements a
real-time alert system, capable of fast reconstruction and classification of neutrino-induced events
as well as of prompt correlation analyses in response to MM external alerts. A specific monitoring
system ensures the stability and sanity of all processes involved in the RTA framework, supported
by dedicated shift crews. At the time of writing, more than 300 alerts have been selected and
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(a) (b)

Figure 4: (a) Expected events in ARCA and ORCA (one BB) from a Galactic SN with different progenitor’s
mass as a function of multiplicity, compared with background rates. Figure from [6]. (b) Equatorial
coordinate sky map showing the position of GRB221009A at its occurrence and the KM3NeT visibility.

processed, of which 191 with GRBs, 119 in coincidence with GW candidates, 50 with neutrinos,
and 13 with other transients. A summary of these activities can be found at [10].
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