This study presents a refined calculation of the atmospheric neutrino flux from GeV to PeV energies based on two data-driven models for the flux of cosmic ray nucleons (GSF6) and hadronic interactions (DDM, previously detailed in [1]). The uncertainties are treated as adjustable parameters and are fitted using a combination of muon spectrometer data at the surface, including constraints from fixed-target experiments. The resulting calculated neutrino fluxes have uncertainties of less than 10% up to 1 TeV and show significant differences compared to previous calculations. We discuss which experiments have the most significant impact on the fit and propose how this method can incorporate additional constraints, such as measurements of deep underground muon intensities or seasonal variations, in the future. Our model is publicly available via the daemonflux code, which provides access to all model parameters and the covariance matrix obtained from the fit.
1. Introduction

Atmospheric neutrinos are a product of the hadronic component of particle showers triggered by cosmic rays interacting with Earth’s atmosphere. The majority of these neutrinos are produced as a result of the decay of $\pi$ and $K$ mesons, which also give rise to muons. Some of these muons will undergo decay in flight, producing additional neutrinos in the process.

One major source of uncertainty for the computation of neutrino fluxes comes from the limited knowledge of the primary cosmic rays that initiate the atmospheric showers [2]. Historically the primary cosmic ray flux has been modeled as a collection of multiple nuclei that follow a power-law spectrum, fitting the scaling factor and spectral index to data from multiple experiments that were not always in agreement [3]. The other main uncertainty in flux calculations comes from the phase space of hadronic interactions that is relevant for the observed neutrinos, namely light meson production at very small scattering angles [4]. Phenomenological models of hadronic interactions, such as Sibyll-2.3d [5, 6], are commonly used as an alternative. However, accurately modeling forward particle distributions in the relevant phase space requires comparing these models to data obtained from fixed-target experiments, which are typically not conducted at TeV energies and do not cover sufficient phase space. One way to minimize these uncertainties is to utilize the correlation between the flux of atmospheric neutrinos and that of cosmic muons, which originate from the same decay of charged mesons and are comparatively easier to detect and characterize [7].

In this work we exploit the muon-neutrino relationship, extending it to include flux and muon charge ratio measurements from multiple experiments. The result is daemonflux\(^1\) [8], a calibrated atmospheric neutrino flux with a covariance matrix of well defined uncertainties, presented in extensive detail in Ref. [9].

2. Modeling Atmospheric Muon and Neutrino Fluxes

For this work we compute inclusive atmospheric lepton fluxes at energies above a few GeV using one-dimensional coupled cascade equations. To solve the cascade equations we employ the code MCEq 1.4\(^2\) [1, 6, 10], which numerically solves for the evolution of particle densities as they propagate through a gaseous or dense medium. As hadronic interaction model, we use the Data-Driven hadronic interaction Model (DDM) [1], which is specifically designed for lepton flux calculations and comes with advantages for this particular work. DDM contains parameterization of cross sections and their uncertainties obtained from the data of the NA49 and NA61 fixed target experiments. The numerical representations have adjustable parameters with error bounds that can be used as fit parameters in the muon calibration.

To implement a viable model of the cosmic ray nucleon fluxes (see Figure 1 (left), we created a specialized version of the Global Spline Fit [11]. This model is a parametric spline representation of the all particle cosmic ray spectrum and of individual mass groups, hence it contains over 80 free parameters fit to data. However, the nucleon fluxes (in the basis of energy per nucleon) are dominated by only two components, protons and helium. Therefore, there must exist a simpler model with fewer parameters that represents all relevant features and the variance of the model.

\(^1\)https://github.com/mceq-project/daemonflux
\(^2\)https://github.com/mceq-project/MCEq
Figure 1: (left) Simulated variations of the proton and neutron fluxes based on the uncertainties of the GSF model. These realizations were generated using the covariance matrix of the model’s parameters. At energies above 10 TeV, the model exhibits increased spread due to the limited precision of direct cosmic ray experiments and the absence of reliable indirect data that is sensitive to composition. (right) Spectral features of the six PCs of GSF-PCA6. The panels show the ratio of the total nucleon fluxes, where each component is modified by $+1\sigma$. The leading component, PC1, is a uniform spectral index correction for proton and neutron fluxes. Other PCs show (anti-)correlations between proton and neutron, that physically originate from fitting the all-particle and elemental spectra within the GSF approach. At energies of the knee, the other PCs significantly deviate from a power-law spectrum, indicating that a further simplification of the cosmic ray flux errors requires careful assessment.

We employ the Principal Component Analysis (PCA), a statistical method for reducing the complexity of a dataset. The goal is to transform the data into a new coordinate system, where the covariance matrix of the new parameters, referred to as the principal components (PCs), is diagonal. Aiming to capture ~ 90% of the full model’s variance, we choose six PCAs and call the model GSF-PCA6 (more detailed discussion in Ref. [9]). Figure 1 demonstrates the variation of the nucleon fluxes by varying the PCAs by $1\sigma$. It is remarkable that the dominant component returned mathematically by the method is a simple variation of the spectral index, which is a typical nuisance parameter widely applied in data analyses.

We propagate the errors of the DDM and the GSF-PCA6 model to atmospheric lepton fluxes using linear error propagation based on gradients with respect to hadronic and cosmic ray parameters $\mathcal{P}$ by perturbing secondary particle yields ($dN^\mathcal{P}/dx_{\text{Lab}}$) and the principal components, respectively:

$$
\delta \Phi(\mu) = \frac{\Phi(\mu, (1 + \delta) dN^\mathcal{P}/dx_{\text{Lab}}) - \Phi(\mu, (1 - \delta) dN^\mathcal{P}/dx_{\text{Lab}})}{2\delta}.
$$

An equivalent 1σ scale for the $\mathcal{P}$-parameters is derived by equalizing the errors of spectrum-weighted moments (Z-factors) between this scheme and a more rigorous approach shown in [9]:

$$
\delta Z_{\mathcal{D}_1} \equiv \mathcal{P}_1 \int_0^1 dx_{\text{Lab}} x^{1.7} \frac{dN^\mathcal{P}}{dx_{\text{Lab}}}.
$$
The Z-factor error $\delta Z_p$, is calculated from the DDM splines by standard error propagation. This approach ensures that $\mathcal{P}_i = \pm 1$ approximately corresponds to $\mathcal{D} = \pm 1$, which is the propagated 1σ error of the accelerator data.

The hadronic yields in the DDM are assumed to follow Feynman scaling. However, to increase flexibility at projectile energies $E_p > 158$ GeV, additional parameters are introduced as part of this work. This is done by “cloning” the 158 GeV yields ($dN/dx_{lab}$) at higher projectile energies and linearly interpolating between these points in log $E_p$. These additional degrees of freedom allow us to test potential deviations from Feynman scaling and quantify the extrapolation errors of the muon and neutrino fluxes above TeV energies. We assessed the effect of adding parameters for all particle yields at 2 TeV, 20 TeV, 200 TeV, and 2 PeV on the muon flux and charge ratio predictions. Our results revealed that a gap of at least two decades in energy was necessary to prevent strong correlations. The majority of sensitivity was found to be in the pion yields, while variations in other particles had a limited impact on the muon flux. As a result, we retained two additional calibration points for pions at 20 TeV and 2 PeV, and one point at 2 PeV for the rest of the hadronic yields.

3. Selection of muon datasets and fitting

We surveyed the literature to collect all published measurements of muon fluxes and charge ratios by spectrometers as a function of energy or momentum, and studied the subset with muon momentum higher than 5 GeV at the detector to avoid complications introduced by geomagnetic effects, not yet included in MCEq. Our survey included the comprehensive list of historical measurements presented in [12] as well as the modern measurements reported in [13]. After performing data-data compatibility tests and considerations we retain only the 7 datasets listed in Table 1 of Ref. [9]. A key aspect of our fit procedure is that, whenever possible, we account for the systematic uncertainties of each experiment by introducing correction functions that modify the reported measurements. We were able to do this for BESS-TeV, L3+c and MINOS. We note that these corrections are necessary to bring the vertical fluxes of BESS-TeV and L3+c into agreement.

The calibration of the lepton fluxes is done by fitting the muon fluxes and the $R_{\mu^+}/R_{\mu^-}$ produced by MCEq to data by varying 34 parameters: six from the GSF-PCA6 model, 18 from the DDM including the extrapolation parameters, and 10 are corrections to the experimental uncertainties of the data in the fit. The test statistic is a modified $\chi^2$ given by

$$\chi^2 = \sum_i \frac{(O_i - T_i)^2}{\sigma_{O_i}^2} + \sum_j \frac{(F_j - G_j)^2}{\sigma_{F_j}^2}$$

where the first sum compares observation $O_i$ at each data point $i$ with expectation $T_i$ from MCEq divided by the error in the observation $\sigma_{O_i}$. The second sum accounts for prior knowledge on each $M$ parameter, penalizing deviations $F_j$ from their expectation $G_j$ divided by its estimated error $\sigma_{F_j}$. At each iteration of the fit, all experimental data sets are modified and the expectation is recomputed.

4. Results

After performing the fit to muon data, we estimate the agreement between data and our model by computing a $\chi^2$ (using only the first term of Eq. 3), and obtained a value of 199 with approximately
Figure 2: Muon fluxes for near vertical incoming directions (top left) and muon charge ratio for all data used in the fit (top right). Solid colors correspond to the experimental data and the flux calculation after the fit. The data and predictions prior to the fit are shown with a transparency. A factor has been added to fluxes from different incoming directions to be able to show them in the same figures.

Spectrum-weighted moments (Z-factors) shown as a function of energy for air target (bottom panel). They were computed assuming an incoming spectral index $\gamma = 1.7$ following Eq. 2. The result of this work is labeled \textsc{daemonflux} and is shown in black. The grey points, located at the same energies (if visible) correspond to the starting value and uncertainty prior to the fit. Shown for comparison are the corresponding Z-factors from the DDM, HKKMS, DPMJet, Sibyll, QGSJET and EPOS-LHC [14–17]. Uncertainties for the $\star$-parameters are estimated from the spread of these models.
Figure 3: top: Conventional atmospheric electron neutrino (left) and muon neutrino (right) fluxes averaged over zenith angles shown together with data from Super-Kamiokande, IceCube, and ANTARES (see [9] for references). bottom: Ratio of flux of electron and muon neutrinos and antineutrinos from the prediction from Honda et al and our calculation. The fluxes were scaled to the same value at $E_\nu = 25$ GeV and $\cos \theta = -0.5$ to highlight their shape difference.

217 degrees of freedom. The number of degrees of freedom was estimated as number of data points minus the number of free parameters in the fit. This results in a $p$-value of 81%, indicating excellent agreement between the corrected data and the corrected model.

The muon fluxes and muon charge ratios obtained from the analysis can be seen in Fig. 2, which show the muon measurement data and the prediction from the model before and after the fit. The figure also shows the impact of the correction functions on experimental data. Prior to the fit, the prediction from GSF+DDM is in significant tension with the data, both for flux and charge ratio. After the fit is performed, and the data is corrected, the muon flux calculations can describe the data sets over the entire parameter space. The lower panel of Figure 2 shows the results for hadronic yields as $Z$-factors, in comparison with predictions from multiple hadronic interaction models. Most of the resulting hadronic yields are near to one of the models tested, although none of the existing models follows the trend in energy of our result over all the yields. The assumption
of scaling used in the DDM is significantly violated by the pion results, while for the kaons and baryons the error bars are large enough to be compatible with it.

The atmospheric neutrino fluxes after muon calibration are displayed in Fig 3, along with predictions from various models and experimental data. Our result displays interesting differences from the HKKMS 2015 model, which has been used to interpret atmospheric neutrino data below 1 TeV by various experiments (see e.g. [18, 19]). For $\nu_e$, our calculation predicts a flux about 5% lower between $\sim 40 – 1000$ GeV, with the difference growing with energy. For $\nu_\mu$, the discrepancy between both models is closer to 8% between $\sim 5 – 100$ GeV, then agreeing for higher energies.

5. Conclusion

The daemonflux atmospheric lepton flux model represents a significant departure from previous methods of calculating fluxes and characterizing their uncertainties. By incorporating data-driven models for the cosmic ray spectrum (GSF6) and secondary particle yields (DDM) into an accurate cascade equation solver (MCEq), we can propagate the uncertainties of these models to the prediction of atmospheric muon fluxes, which are closely related to atmospheric neutrino fluxes. Using precise spectrometer data of muon fluxes at the surface, we developed a fitting framework that uses corrections to the initial model uncertainties as fit parameters to produce a best fit and a fully data-driven estimate of uncertainties. The result is a flux model with the lowest uncertainties to date, reducing them by dozens of percent in energy ranges where relevant muon data is available.

In future iterations, we will employ the code mute [20, 21] to further constrain the model parameters using a selection of muon measurements underground. In the contribution [21], we present that the underground data is well described by the present daemonflux.
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