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The TAIGA experiment in Tunka Valley is expanding the present scintillation detector array
with new TAIGA-Muon detector stations. A simulation model was developed to optimise the
layout of the new stations and study the identification performance of the array. The extensive air
showers (EASs) were simulated with the CORSIKA simulation tool, and the detector response was
simulated with the GEANT4 package. The EASs induced by gamma quanta or proton, Helium,
Carbon, Nitrogen, Oxygen, Iron in the energy range of 1 PeV and the zenith angle range from
0°to 45°, are used for these studies. For the identification of high-energy extensive air showers,
a method based on a neural network was suggested. With this method, the proton identification

efficiency is more than 99.9%, while the gamma identification efficiency is not less than 50%.
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A combined study of TAIGA experiment

1. Introduction

The TAIGA experiment at Tunka Valley has three different detector setups: Imaging Air
Cherenkov Telescopes (IACT), non-imaging wide-angle optical detectors (HiSCORE detectors),
and scintillation detector array (Tunka-Grande and TAIGA-Muon) [1]. Up to now three IACTs, 120
HiSCORE stations, and 19 Tunka-Grande and three TAIGA-Muon stations are taking data. In the
nearest future, 10 TAIGA-Muon stations are planned to install at the observation site.

In this simulation study, an identification method based on machine learning is put forward.
For this study, simulation models of the Tunka-Grande and HiSCORE stations are utilized. In other
words, it is a combined study of charged particles and Cherenkov photons detected in the extensive
air shower (EAS).

2. Simulation model

The simulation model can be divided into two parts: the EAS model and the model of
scintillation detector response. The simulation models are connected with two subsidiary programs
based on the libraries: Eventio [3] and COAST packages [3]. The EAS model in the CORSIKA
package (version-77410) also includes the simulation of the HISCORE detector response [4]. The
information about Cherenkov photons and other secondary particles present in the EAS is stored
in two different files. The Eventio library is used to extract information about Cherenkov photons.
The COAST library is a bridge program between the EAS model and the model of the scintillation
array. The detector response of the scintillation array is simulated by using the secondary particle
list made with the COAST library. The Tunka-Grande scintillation detector stations are modelled
using the GEANT4 toolkit (10.06.p02) [5].

The EAS model is developed in the CORSIKA package by choosing the libraries for the
high-energy hadronic interaction library QGSTO04-II, the low-energy hadronic interaction library
GHEISHA, and the electromagnetic interaction library EGS4. The atmospheric absorption and the
quantum efficiency of PMTs are included in the model. The PMTs which are used in the HISCORE
station were tested and the quantum efficiency profile of the PMT is added to the model. Based
on the test result the wavelength is fixed region between 280 nm to 640 nm. The details of PMT
testing are explained in the thesis [6].

The emission angle of the Cherenkov photon is considered wavelength independent. The
Cherenkov bunch size is fixed as 30 after several tests. Most of the Cherenkov bunches in an event
are about 30. In addition to that we have to consider the time consumption of the simulation. The
EAS core of each primary event is randomised 200 times in 200 m radial circumference. The
observation level was fixed at 675 m above sea level based on the location of the experiment. The
minimum energy cut of secondary particles has been used: 50 MeV for hadrons, 10 MeV for muons,
and 0.5 MeV for electrons (positrons) and gammas. The ’thinning’ option is excluded from the
model. The zenith angle of the primary particle is selected between 0°to 45°. The simulation study
is conducted in the energy range of 1 PeV. For this study, seven different elements induced EAS is
simulated: proton, gamma-quanta, He, C, N, O, and Fe.

The HiSCORE station is considered as a small telescope. The detection area of one HISCORE
station is 0.55 m?. The station is tilted 25°towards the south. According to the detection area of the
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station, the radius of the sphere is selected in the telescope option of CORSIKA. The HiSCORE
simulation model is explained in the referred article [7].

The HiSCORE stations which are close to the Tunka-Grande stations are only selected for this
simulation study. The position of these 62 stations is given as in the observation site.

The Eventio library is used to extract the simulation result of the CORSIKA simulation. The
EAS core and the total number of photons in each HiSCORE station by each event are saved for
further study. The Tunka-Grande scintillation detector experimental setup is used for this study.
The detailed explanation of the Tunka-Grande model and the selection procedure of secondary
charged particles are explained in the referred article [8]. The secondary particles at ground level
in the EAS are extracted from CORSIKA simulation result using the COAST library package. The
random shower cores which are generated in the CORSIKA simulation are used to recreate the
EASs.

The extracted details of the secondary particles at the ground level have been used as input
variables for the simulation of the Tunka-Grande and TAIGA-Muon models in the GEANT4 toolkit.
The detector response as the total energy loss per event (MeV) in each scintillation counter is saved
for further analysis. The Tunka-Grande and TAIGA-Muon Geant4 model is explained in the
article [8].

3. Procedure

One of the goals of the TAIGA experiment is the identification of mass composition and the
search of high energy gamma-quanta at the energy beyond 1 PeV. In the case of the HISCORE
optical array, the Cherenkov amplitude at the distance between 150-200 m from the shower core is
used for EAS energy determination [9]. It is known that proton-induced EASs show a resemblance
with other element-induced EASs having different energy. This overlapping of the amplitude of
various elements having different energy is one of the challenges facing the EAS identification
study. The simulation study is categorised into three parts.

* Preliminary study: calculate the energy of the primary cosmic particle having the same
Cherenkov photon density at 150-200m from the shower core.

» Study with fixed energy: identification of the mass composition and gamma-proton separation
at overlapping condition.

» Study with spread energy: identification of mass composition and gamma-proton separation
in a certain energy range.

The aim of the preliminary study was to calculate the primary CR energy. For this, a set of
EAS simulations was conducted with fixed energy and three sets of the zenith-angle regions. A
total of 10000 EAS events are simulated for each primary particle with fixed energy and in a certain
range of zenith angles.

In general, the energy reconstruction using the HISCORE system was conducted using Cherenkov
photon densities of 150-200 m. The total number of photons registered in a station by each event
was calculated. According to the position of the station, the distribution of mean amplitudes along
with the shower core is calculated. From this data set, the Cherenkov amplitudes between 150 m and
200 m from the shower core are only selected. The mean amplitude in each event was calculated and
fitted with a simple line function. Using the linear fitting function the primary energy of all elements



A combined study of TAIGA experiment

was calculated with respect to the energy of proton events. The proton-induced EAS with 1 PeV
energy and the overlapping energy of other elements was only taken for this study. The calculated
energies of elements having the same Cherenkov photon density at 150-200m proton-induced EAS
are shown in Table:1.

Table 1: overlapping point of energy values in GeV

angle p 0% He C N O Fe

0-15 | 1000 | 717 | 1102 | 1216 | 1227 | 1235 | 1431
15-30 | 1000 | 718 | 1107 | 1228 | 1239 | 1261 | 1465
30-45 | 1000 | 726 | 1119 | 1245 | 1269 | 1290 | 1505

The amplitude distribution in the HiSCORE station was plotted along with the distance from
the shower core (Figure:1).
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Figure 1: The Cherenkov amplitude distribution at overlapping points of energies.

After the verification of the amplitude distribution of Cherenkov photons along with the distance
from the shower core, another set of EAS was simulated with the selected energies (Table 1) in the
1 PeV range. In the third step, for further verification, we spread the energy +20% for all elements.
It was done to consider the energy resolution of the HISCORE system which is about 20%. For
this part of the study, we have simulated an additional set of EASs.The detector response of the
scintillation array and the optical detector system was analysed using Machine learning algorithm.
The identification of mass composition and y/p separation were conducted separately.

4. Analysis method

The simulation output was analyzed by using two different machine-learning algorithms. The
hadron-proton separation was studied by using the Random forest method and the gamma-proton
separation was conducted with the Binary cross-entropy method. In the previous article on gamma-
proton separation, we got a second-order suppression factor [10]. This value is not enough for
reliable identification of gamma-quanta induced EAS. This study was conducted by using only
the scintillation detector array and the output was analysed by the Binary cross-entropy method.
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In this article, we are following the same method for gamma-proton separation using additional
information from HiSCORE system.

Before implementing the Random forest method for hadron-proton separation various algo-
rithms were considered. We have considered four different classification methods: Random forest,
Gradient Boosting Classifier, SV Classifier, and Naive Bayes Classier. When comparing the preci-
sion values Random forest method has shown better value. The hyperparameters were optimised
with several tests.

The simulation results of optical stations and scintillation detector stations are listed separately.
So there are 62 Cherenkov amplitude parameters belonging to HISCORE stations. In the case of
scintillation detector stations, the mean amplitude in surface and underground counters is measured
separately. So, there are 38 amplitude parameters belonging to Tunka-Grande stations. A total of
100 amplitude parameters were utilised for the analysis.

5. Simulation results

At the beginning of the investigation using fixed overlapping points of energy, the Identification
efficiency of different detector systems was studied. The simulation result was verified with the
random forest method only for the 0-15 angular range. The identification efficiency was calculated
for 62 HiSCORE stations, 19 Tunka-Grande stations, HISCORE and Tunka-Grande stations, and
29 scintillation detector stations (Tunka-Grande and TAIGA-Muon) (Table 2). In this study, the
network was trained with four individual elements: gamma, proton, nitrogen, and iron. The
HiSCORE stations are mainly contributing to the identification efficiency in the case of the hadron-
proton separation. In the case of gamma-proton separation scintillation array is also providing
information for the calculation of identification efficiency. There is an increase in identification
efficiency because of the additional 10 TAIGA-Muon stations. This result highlights the importance
of increasing the number of scintillation detector stations.

Table 2: The calculated identification efficiency for different detector systems.

HiSCORE HiSCORE + Tunka-Grande

gamma | proton | nitrogen | iron | gamma | proton | nitrogen | iron
gamma 81.3 15.2 3.5 0.0 87.8 10.4 1.8 0.0
proton 325 44.6 219 1.0 17.0 61.3 20.7 1.0
helium 19.3 30.2 45.9 4.5 7.2 43.9 44.6 4.4
carbon 34 11.8 64.4 20.4 1.0 15.0 63.2 20.8
nitrogen 24 9.2 65.1 23.2 0.8 114 64.3 234
oxygen 3.1 10.0 69.3 17.6 0.9 13.5 67.9 17.7

iron 0.0 0.1 16.1 83.8 0.0 0.1 15.5 84.4

The data set including HiSCORE and scintillation array was used to study the variation of
identification efficiency. For this, the network trained with individual elements (proton, nitrogen,
and iron) and combination of elements (Proton-Helium (7:3), CNO (1:1:1), and iron). When
comparing these two sets of results there is no significant variation in identification efficiency
(Table:3). So we planned to use combination of elements for training the network.
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Tunka-Grande Tunka-Grande + TAIGA-Muon

gamma | proton | nitrogen | iron | gamma | proton | nitrogen | iron
gamma 81.2 11.0 5.2 2.6 89.0 10.2 0.7 0.1
proton 243 31.7 21.1 22.9 9.3 50.7 22.5 17.4
helium 18.9 27.3 24.0 29.8 53 41.7 27.1 25.9
carbon 15.8 21.6 25.6 37.9 2.6 30.1 29.6 37.6
nitrogen | 15.3 21.2 25.6 37.9 29 28.7 29.3 39.1
oxygen 14.2 21.0 26.3 384 23 28.2 29.2 40.2

iron 9.6 15.0 26.0 494 0.9 15.6 26.8 56.7

Table 3: The calculated identification efficiency with training individual elements and combination elements.

0-15 0-15

p N Fe | p-He | CNO | Fe
proton | 80.3 | 189 | 0.8 | 809 | 182 | 09
helium | 51.6 | 442 | 42 | 51.7 | 43.8 | 4.6
carbon | 164 | 63.4 | 20.2 | 229 | 58.1 | 19.0
nitrogen | 12.3 | 654 | 22.3 | 164 | 62.1 | 21.5
oxygen | 144 | 682 | 17.3 | 19.1 | 62.7 | 18.2
iron 0.1 | 156|843 | 0.1 124 | 87.5

The hadron-proton separation was studied by using the Random forest method for different
zenith angles (Table:4). The network was trained with combination of elements (Proton-Helium
(7:3), CNO (1:1:1), and iron). The study shows better identification efficiency for the combined
detector systems than the study using an individual detector system.

Table 4: The calculated identification efficiency for different zenith angles.

angle 0-15 15-30 30-45
p-He | CNO | Fe | p-He | CNO | Fe | p-He | CNO | Fe
proton | 79.5 | 180 | 24 | 740 | 195 | 65 | 684 | 214 | 10.1
helium | 67.3 | 264 | 63 | 59.7 | 284 | 119 | 55.2 | 27.8 | 169
carbon | 29.8 | 432 | 27.0 | 29.8 | 36.6 | 33.5 | 30.6 | 33.3 | 36.1
nitrogen | 27.4 | 45.7 | 26.8 | 28.5 | 36.1 | 354 | 31.3 | 32.7 | 36.0
oxygen | 27.3 | 457 | 269 | 30.1 | 39.6 | 303 | 324 | 32.6 | 349
iron 1.5 | 201 | 784 | 2.0 | 207 |77.2| 63 | 258 | 679

The study was repeated for overlapping points of energy with a 20% spread (Table:5). In this
case, the data set is more realistic and this result can be used for further discussion. The identification
efficiency of proton-helium was pushed to a maximum while maintaining the identification efficiency
of other elements at least 30%. The random forest method to accept the last hypothesis compares
the values of the variables. To change (increase) the probability of proton-helium identification we
could require strict values for CNO or pHe identification.
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Table 5: The calculated identification efficiency with overlapping point of energy having 20% of spread.

angle | thr,, =0.3,threp, = 0.3 | thry, = 0.26,thre,, = 0.29 | thry,, = 0.28,thre,, = 0.32
p-He | CNO Fe p-He | CNO Fe p-He | CNO Fe

proton | 91.6 | 8.0 04 914 | 7.7 0.9 885 | 9.0 2.4
helium | 83.4 | 15.5 1.0 83.7 | 13.8 2.5 76.8 | 18.9 4.3
carbon | 50.2 | 41.8 8.0 58.6 | 33.2 8.2 56.1 | 29.9 13.9
nitrogen | 48.4 | 46.1 5.5 55.5 | 359 8.6 55.1 | 31.7 1.2
oxygen | 47.4 | 46.5 6.1 60.1 | 32.3 7.6 56.7 | 30.6 12.7

iron 5.7 | 535 40.8 13.7 | 53.5 32.8 21.3 | 458 32.9

The binary cross-entropy method has been utilised for this gamma-proton separation. In this
method, the network was trained with a mixture of elements: (proton-helium - 85%, CNO - 10%,
iron — 5%) and gamma. The resulting identification efficiency of background air shower events
was suppressed by maintaining the gamma identification efficiency at least 50%. The result gives a
suppression in the factor of ~103 (Table:6).

Table 6: The calculated identification efficiency with fixed overlapping point of energy and overlapping
point of energy having 20% of spread.

angle | fixed overlapping point of energy | overlapping energy with 20% spread
threshold | gamma | mixture | threshold | gamma mixture
0-15 0.005 50.5 99.9 0.003 50.0 99.9
15-30 |  0.005 49.4 99.9 0.010 50.9 99.8
30-45 | 0.002 51.2 99.9 0.040 49.7 99.8

6. Conclusion

There is an increase in identification efficiency because of the 10 TAIGA-Muon stations. The
combined study gives better results than the identification study using individual detector systems.
The combined study of gamma-proton separation gives a third-order suppression factor while having
50% gamma identification efficiency.
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