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The surface detector array of the Pierre Auger Observatory, consisting of 1660 water Cherenkov
tanks, has been in operation for nearly 20 years. During this long period of data acquisition, ageing
effects in the detector response have been observed. The temporal evolution of the signals recorded
by the surface detector is mostly compensated by continuous calibration with atmospheric muons;
however, effects persist in the signal rise time and in high-level data analysis using neural networks.
We have implemented a detailed description of the time evolution of the detector response and of
the uptimes of individual stations in GEANT4-based detector simulations. These new simulations
reproduce the observed time dependencies in the data. Using air-shower simulations that take
into account the evolution of individual stations, we show that the reconstructed energy is stable
at the sub-percent level, and its resolution is affected by less than 5% in 15 years. For a few
specific stations, the collected light produced by muons has decreased to the point where it is
difficult to distinguish it from the electromagnetic background in the calibration histograms. The
upgrade of the Observatory with scintillator detectors mitigates this problem: by requiring a
coincidence between the water-Cherenkov and scintillator detectors, we can enhance the muon
relative contribution to the calibration histogram. We present the impact and performance of this
coincidence calibration method.
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1. Introduction

The Pierre Auger Observatory is the largest experiment ever built to detect air showers and
to infer the properties of primary cosmic rays with energies above 1017 eV. The Surface Detector
(SD), one of its main components, comprises 1660 water-Cherenkov detectors (WCD) spread over
an area of 3000 km2. These tanks have a height of 1.2 m and a diameter of 3.6 m, and are filled
with 12 t of ultra-pure water contained in a liner bag with internal walls covered with a reflective
material called TyvekTM. The WCDs have been operating in the field for almost 20 years, showing
decreased recorded signals over time. This long-term effect is known as the ageing of the detector,
which can impact high-level variables, such as risetime and the mean number of triggered stations.
Even the reconstruction of the primary cosmic rays could be affected, since the shower energy
estimator is obtained from the fit of the lateral distribution of the calibrated signals recorded by the
stations [1]. Understanding these effects can help improve systematics and verify the robustness of
the calibration procedure.
The calibration of the SD has been designed to be robust, reliable, and automatically self-performed
on each tank on the field every minute [2]. This procedure, along with continuous monitoring of the
stations’ conditions, ensured the acquisition of quality data over the years by exploiting the uniform
flux of secondary particles produced by low-energy showers. In this way, a uniform calibration
and trigger conditions for the full array is attained, using, in particular, atmospheric muons passing
through the tanks at a rate of ≈ 3 kHz. The Cherenkov light produced by relativistic charged
particles traversing the water, often multiply-reflected by the internal walls, is collected by each
of its three photomultipliers (PMTs) looking downwards. The amplitude and the charge of signals
generated by atmospheric particles are used to build the so-called calibration histograms for charge
and peak. An example of charge calibration histograms for two different years can be seen in Fig. 1
(left). In these histograms, atmospheric muons generate the hump on the right, while the hump on
the left is due to 𝑒± and 𝛾. Since atmospheric muons produce a distinctive response in the detector,
the signal produced by vertical muons (VEM) passing through a station is used to calibrate each SD
station independently, ensuring a common reference between them. The VEM is obtained for each
station by scaling the hump in the charge histogram produced by omnidirectional muons (𝑄𝑉𝐸𝑀)
with a conversion factor obtained from a dedicated muon telescope on a reference WCD at the
beginning of the operation of the Observatory, and more recently, using an RPC hodoscope [3].
The Observatory has also undergone a recent and almost complete upgrade [4], called AugerPrime,
in which additional detectors have been added to enhance the sensitivity to the different components
of extensive air showers. In particular, a Surface Scintillator Detector (SSD) has been placed on
top of each WCD. This upgrade opened an unforeseen possibility to improve the calibration method
further and ensure the acquisition of high-quality data in the next coming years of the Observatory
operations, which are planned to continue at least until 2035.

2. Long-term evolution of the Surface Detector

The constant evaluation and measurement of several parameters at the station level during
calibration reveals changes in the detector’s response to secondary particles over the years. This
effect can be noticed in Fig. 1 where two charge histograms from different years show a shift in
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Figure 1: Left: Example of charge calibration histograms for a station (Maya Evelyn) exhibiting strong
ageing effects. Year 2005 (black line) and 2020 (red line), PMT 3. Right: Area over Peak for station Denisa
Maria as a function of time, PMTs combined. Uncertainties are defined as the RMS of the distributions.

the position of the muon hump towards lower values in the more recent year, causing the muonic
component to merge with the electromagnetic background, making it more difficult to find the
position of the muon hump. The ageing effects of the SD are visible in the slow decrease of the
"Area over Peak ratio", denoted by 𝐴/𝑃, where 𝐴 is the average total charge and 𝑃 is the average
maximum value of pulses from vertical muons. The 𝐴/𝑃 is used to monitor the changes in the
station response over time. The reduction of 𝐴/𝑃 reflects a decrease in the light collection efficiency
and can be induced by a change in the optical properties of the detector, such as liner reflectivity
and water transparency. The 𝐴/𝑃 decreases over time for all PMTs, with almost 20% of them
having had a reduction of the 𝐴/𝑃 of more than 15% over 14 years [5]. An example of 𝐴/𝑃
evolution over time for a selected station is shown in Fig. 1 (right). Around 165 events per year are
selected when applying quality cuts to remove outliers and a clear decrease from 3.9 ± 0.02[25 ns]
to 3.6± 0.02[25 ns] between 2008 and 2014 is visible before stabilizing1 around 3.6± 0.03[25 ns].
Pulses from vertical muons can be selected amongst the signals produced by secondary particles
from low-energy showers by requiring an integrated charge of (1.0± 0.1)·𝑄𝑉𝐸𝑀 . The sum of these
signals, called the pulse shape histogram, shows a sharp rise followed by an exponential decrease
caused by the multiple reflections of Cherenkov photons inside the tank. The light-decay constant of
these histograms, denoted as 𝜏, is related to the propagation and collection efficiency of Cherenkov
photons, probing, in particular, changes in the reflectivity of the internal walls. Indeed, a decrease
in the liner reflectivity will cause fewer photons to reach the PMTs, producing steeper signals.
The difference in the signal shape over time can be observed in Fig. 2 (left), where histograms are
normalized to their peak and obtained as the mean between the maximum and minimum PMTs
signals for each specific event. An exponential fit is performed to extract 𝜏, as follows:

𝑓 (𝑥) = 𝐴 · 𝑒− 𝑥
𝜏 (1)

The lower edge of the fit has been chosen to avoid the first reflections or the direct light that reaches
the PMTs, thus only the central part of the signal is considered where we expect to have a cloud of

1The jump observed in 2015 is caused by the freezing of water inside the tanks.
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Figure 2: Left: Example of shape calibration histograms for station Denisa Maria for 2008 (black) and 2019
(blue) and a simulation with internal reflectivity of 0.95 (best match in 2008). Error bars represent the spread
between the PMTs. Exponential fits are shown as lines. Right: 𝜏 evolution as a function of station age for
the full array. The uncertainties represent the standard deviation of the fitted Gaussians and the gray shadows
show the distribution of the mean 𝜏 of the stations in a specific year.

randomized photons that went through multiple reflections inside the tank. In this way, the effect
of the overall internal reflectivity is enhanced. The upper edge is chosen to avoid possible biases
from a low number of photoelectrons. It can be noticed how the shape of the signals has changed
in 11 years, with a decrease of 𝜏 of ≈11 ns. The evolution of 𝜏 as function of time after deployment
(denoted here as "age" of the tank) for all the stations, Fig. 2 (right), shows a bimodal distribution,
with one of the two populations not being present in the last years, indicating that the second
population was deployed later. The mean 𝜏 for each year’s distribution for the two populations is
obtained by fitting a sum of two Gaussians. Even if the two populations show different values of 𝜏,
their decrease over time is compatible. The population with the highest values (red points) exhibits
a decrease of 𝜏 from 68 ns to 57 ns in 15 years, while for the other population 𝜏 starts at 60 ns and
drops to 50 ns in the same time interval.

In this work, we assume that changes in the reflectivity of the liner are the main cause for the
observed effect, however, we cannot distinguish it from a probable change in the photon absorption
in the water. To reproduce the observed ageing in the signal, a model of the evolution over time
of this reflectivity is needed. To simulate the calibration histograms, we used simulations of low-
energy air showers (mostly protons, 88%, and 4He, 10%) with a median energy between 10 GeV
and 100 GeV, and we injected secondary particles reaching the ground in detector simulations.
The majority of these secondary particles are high energy muons around 1 GeV, while 𝛾 and
𝑒± contributions dominate the low energy range, around 100 MeV. Different station conditions
were simulated by varying the liner reflectivity (s). 200 million simulation instances of secondary
particles were injected in station simulations with more than 1000 different values of s. Using
these simulations, we modeled the ageing by matching 𝜏 obtained by fitting the shape histograms
from data collected by the SD and simulations. To quantify the differences between measured and
simulated shape histograms, we defined a quadratic distance based on 𝜏, as follows:

d2
𝜏 =

(𝜏data − 𝜏sims)2

𝛿𝜏2
data + 𝛿𝜏2

sims
(2)
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Figure 3: Left: 𝑠 evolution as a function of the station age, for the full array. Two different populations are
observed. Right: Spatial distribution of the internal reflectivity values at the station age of 4 years.

The best match between data and simulations is obtained by finding the minimum of d2
𝜏 as a function

of 𝜏 for each event in the dataset. In this way, the liner reflectivity best reproducing the measured 𝜏

was found, as shown with the simulated shape histogram (open red symbols) in Fig. 2 (left). In this
example, the muon pulses in 2008 could be well described by assuming a reflectivity of 0.95. This
method was applied to all the stations of the array. A general decrease of s over time can be seen in
Fig. 3 (left). A bimodal distribution is present, with a decrease of reflectivity, on average, of 1.7%
in 15 years, describing well the decrease of the light-decay with a difference in s between the two
populations of ≈ 1%. The mean 𝑠 for the two populations at each age is obtained by fitting a sum of
two Gaussians, and the errors on the mean are used for its uncertainties for a given age. The spatial
distribution of s over the array, Fig. 3 (right), shows that stations with lower values of reflectivity
(population 1) are mostly located in the southern area of the array, while the second population
appears more in the northern part. This pattern correlates with the unfolding of the deployment,
with the southern part of the array having been deployed first.

To assess the impact on the reconstruction due to a signal loss, the ageing model was then
implemented in the Offline [6] framework, producing a time-dependent simulation of the SD,
changing the properties of each tank based on the corresponding liner reflectivity obtained from the
model at the time of the simulated event. Each station’s acquisition status, including the deployment
roll-out, has been included in simulations thanks to the information obtained by the T2 triggers
received by the Central Data Acquisition System (CDAS) [7]. A full library of reconstructed showers
has been produced using, as input, simulated air showers produced with CORSIKA 7.7420 [8] and
EPOS-LHC [9] as hadronic models for four different primaries (p, He, O, Fe). The energy range
considered was 18.5 < log10(E/eV) < 20.2, with a uniform angular distribution in cos2𝜃 for
𝜃 < 65◦ and four different atmospheres. The total number of CORSIKA showers amounted to almost
67.000. Each air-shower has been thrown multiple times at random positions over the array, and
all the events, uniformly distributed between 2005 and 2020, were reconstructed with two different
detector configurations: a fixed reflectivity for all the stations (ideal mode) and a setup including
the time evolution of the SD (ageing SD mode). The official SD reconstruction and the related
quality cuts were applied [1], resulting in ≈ 1 million reconstructed showers. Simulated events were
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Figure 4: Left: Change of the energy bias over time for the two different simulation configurations of the
array: an ideal SD and a SD with a time-dependent behavior. Right: SD resolution (top panel) and resolution
due to the ageing (bottom panel) as a function of the primary energy for the two modes.

weighted following the measured energy spectrum [10] since the energy bias in the reconstruction
depends on the primary particle’s energy. The difference in the energy bias between the two modes
as a function of time is shown in Fig. 4 (left): even in the case of a reduction of the signal due
to the ageing, it can be noticed that the reconstructed energy remains stable over the years, with
variations at the sub-percent level. These results prove the robustness of the continuous calibration
using atmospheric muons employed in Auger.
The energy resolution, however, has been found to be marginally affected. To study the effect of
the time evolution of the detector in more detail, the detector energy resolution, 𝜎det

𝐸
, is obtained

from the reconstructed events generated at different times from the same primary particle that has
been thrown several times in the array. This way, the only effects are due to the detector and the
core location, and shower-to-shower fluctuations are avoided. The 𝜎det

𝐸
dependency on the primary

energy (EMC), proton in this case, can be seen in the right upper plot of Fig. 4 for both ideal and
ageing SD simulations in open black and filled red symbols, respectively. Uncertainties are defined
as the error on the mean of the distribution in each energy bin. It can be clearly seen that there is
a difference between the two simulation modes, with a worse resolution in the case of ageing SD.
To quantify this difference, the resolution due to the ageing (𝜎ageing

𝐸
) is obtained as the quadratic

difference between the resolution of the two modes, as follows:

𝜎
ageing
𝐸

=

√︃
(𝜎ageingSD

𝐸
)2 − (𝜎ideal

𝐸
)2 (3)

In Fig. 4, right bottom panel, the evolution of 𝜎ageing
𝐸

is shown. The lower the energy, the worse the
resolution, which is ≈ 4% for 3 EeV and reaches 2% for the highest energies. The same behavior
has been observed for heavier nuclei, with values between 2 and 4%.
The effect of the ageing has been observed in high-level analyses that use station signal information
such as the risetime. This observable represents the time needed for the integrated signal to
rise from 10% to 50% of its total value and thus is dependent on the value of 𝜏. The risetimes
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of the signals recorded in stations of an event are related to the muon content of the shower.
This property has been used to infer the primary mass event-by-event with the "Δ method" [11].
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Figure 5: ⟨Δ⟩ evolution over the years: data in black,
simulations including ageing in red.

This method combines the risetime information
of all the stations triggered during an event into
a single parameter called Δ, defined as follows:

⟨Δ⟩ = 1
𝑁

𝑁∑︁
𝑖=1

Δ𝑖 =
1
𝑁

𝑁∑︁
𝑖=1

𝑡1/2 − 𝑡𝑏𝑒𝑛𝑐ℎ1/2
𝜎1/2

(4)

where ⟨Δ⟩ is the average of Δ𝑖 , which is defined
as the deviation of the individual risetimes (𝑡1/2)
of an event from a specific benchmark weighted
by their uncertainty𝜎1/2, and𝑁 is the number of
triggered WCDs in the event. Simulated events
are selected with the same criteria described
in [11], and the ⟨Δ⟩ method is performed on
simulations. Due to the muon deficit in sim-
ulations with respect to data [12], to compare
them, a normalization to the mean is performed.
The result, illustrated in Fig. 5, shows that sim-
ulations that include the surface detector’s evolution can reproduce the ⟨Δ⟩ evolution over time
observed in data. This decrease of ⟨Δ⟩ over time is ≈ 0.2, over the full range of ⟨Δ⟩ that spans
between [-2,2] for different primaries and different energies.

3. Improving the calibration: coincidence histograms

As shown previously, one of the effects of ageing is the increased attenuation of light in WCDs,
which causes the atmospheric muon hump to merge into the electromagnetic background, making
it more difficult to determine the charge corresponding to 1 VEM accurately. This difficulty can
be mitigated by requiring a coincidence between the SSD and WCD, reducing the electromagnetic
contribution. The new principle for building the calibration histograms is based on a 2-fold
condition: when the signal in the WCD meets a certain threshold, a peak signal of more than 10
FADC counts is searched for in the SSD in a time window of 420 ns relative to the trigger. The
method allows us to enhance the peak in the calibration histograms for aged stations, as shown in
Fig. 6 for the station Owen. The merging of the muon peak in the e.m. background might bias
the calibration constants; a correlation between the bias of the muon peak position (between the
standard calibration and the coincidence calibration) and valley-to-hump ratio 𝑣/ℎ (the measure of
how severely the muon peak merges into the electromagnetic background in the standard calibration)
is currently being investigated. Another advantage of the coincidence calibration histograms is that
for the first time, a reliable estimate of the muon hump in the peak histograms, for which the muon
hump was difficult to resolve, will be possible. This will improve the resolution in the normalization
of measured traces when calibrating in units of VEM peak for the next studies utilizing the time
distributions of the particles reaching the ground.
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Figure 6: Examples of calibration histograms, charge (top) and peak (bottom), for station Owen in 2022.
Red histograms are obtained requiring a coincidence between WCDs and SSDs.

4. Conclusions

To address and describe the observed ageing of the SD, detailed time-dependent simulations
of the SD have been implemented and show that the energy reconstruction is unbiased by ageing,
while the energy resolution has worsened by about 5%. The use of more realistic simulations of the
SD response will improve the current and future systematic uncertainties in the interpretation of
measurements while enhancing the potential of deep-learning algorithms, which require a very good
matching between measurement and simulations. At the same time, the WCD-SSD coincidence
calibration method will guarantee a high-accuracy calibration of the water Cherenkov detectors for
at least another 15 years of operation, irrespective of the further ageing of its components.
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