A study of the angular resolution of GRAPES-3 EAS array
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The sensitivity with which the γ ray sources can be studied is inversely proportional to the angular resolution of an extensive air shower (EAS) array. Therefore it is important to determine the EAS arrival direction as accurately as possible. In this paper, we present the methods that were recently implemented by GRAPES-3 experiment to improve its angular resolution. In the GRAPES-3 experiment, consisting of an array of ~ 400 scintillator detectors, the arrival direction of the shower is determined from the relative arrival times of particles at different detectors. The arrival times measured by each detector is initially corrected for the fixed arrival time caused by the cables connecting the individual detectors to their respective time-to-digital converter channels. A new method was developed based on the random walk technique to measure these fixed arrival times with a smaller uncertainty. A study based on simulations was also performed to verify the efficacy of this method. The arrival times were further corrected for the conical shape of the shower front, the slope of which had exhibited a strong dependence on the shower size and age. The correction for these dependencies led to an improvement in the angular resolution of the array by a factor of ~ 2. The angular resolution of GRAPES-3 array obtained through array division methods is 0.8° for energies E > 5 TeV, which improves to 0.3° at E > 100 TeV, and finally approaches 0.2° at E > 500 TeV.
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1. Introduction

In the extensive air shower technique, the $\gamma$ ray flux has to be detected against a huge background of isotropic cosmic rays. To view a point source with good sensitivity, the signal to noise ratio has to be maximized, either by increasing the area of detection, or by improving the angular resolution [1]. The signal to noise ratio is inversely proportional to the angular resolution. Therefore, it is of utmost importance to determine the arrival direction as accurately as possible. The GRAPES-3 (Gamma Ray Astronomy at PeV EnergyS Phase-3) experiment is primarily designed to study the cosmic ray sources in the $\sim$ TeV-PeV energy range. The experiment is located at Ooty ($11.4^0$N latitude, $76.7^0$E longitude) at an altitude of 2200 m above the mean sea level. The experiment consists of a densely packed EAS array, and a large area muon telescope. In this array, $\sim$ 400 scintillator detectors are arranged in the form of concentric hexagonal rings, with a separation of 8 m between the adjacent detectors. Details of the detector set-up, trigger and electronics are discussed elsewhere [2]. An active area of 2% makes GRAPES-3 one of the densest arrays of the world. In comparison, experiments such as KASCADE, CASA MIA, GAMMA, EAS-TOP etc have an active area of only $\sim$ 1%. A large active area is beneficial for achieving an improved angular resolution [1].

When an EAS lands on an array, each detector measures the number of EAS particles passing through it, and their arrival times with respect to the trigger signal. The arrival direction of a shower is determined from the relative arrival times of particles in the shower front. Therefore precise arrival time measurements are required for obtaining an improved angular resolution.

2. Measurement of TDC Offset from EAS data

The time measured in each detector is the sum of arrival times of particles and the time taken for the signal to be transferred from the detector to the HPTDC [4][3]. The quantity mentioned later, referred to as TDCZero varies significantly from detector to detector due to unequal propagation delays in the signal cable, as well as due to dissimilar electronics delays. The distribution of the difference in arrival times ($\Delta t$) of any two detectors represents the projected angular distribution of air showers projected on to the vertical plane containing the two detectors, and the centroid of this distribution gives the relative TDCZero [1]. Hence, it is possible to determine the relative TDCZero for any two neighbouring detectors in the array by estimating the peak of the $\Delta t$ distribution, in which case the effective $\Delta t$ (in ns) is calculated as $\Delta t = \Delta t + \Delta z \times 3.33$ where $z$ corresponds to the z coordinates of the detectors (in meters). The $\Delta t$ distribution for detector pair 9-20 is shown in Fig. 1(a). The $\Delta t$ distribution is then fitted with a Gaussian function to obtain its peak value ($\Delta t)_p$.

To calculate the TDCZero for every detector relative to a common detector, we have developed a new technique called the random walk method which can be described as follows. Nearly, every detector in the array has twelve neighbours at a distance of 16 m. Starting from a reference detector, its time offset relative to any of the twelve neighbours is calculated by generating an integer random number in the range of 1-12. Depending on the value generated, corresponding neighbour is selected, and their relative time offset is measured. Next, another random number is generated to select the neighbour of the previously selected detector. This procedure is repeated until the reference detector is reached. This procedure is terminated if the array boundary is reached or if the reference detector is not reached in 100 steps. For each step, we keep on adding the ($\Delta t)_p$ values
measured directly from the EAS data to finally obtain the net \((\Delta t)_p\) between reference and starting detector. Next, the process is repeated, and the net \((\Delta t)_p\) is calculated but it follows a different path because of the use of random numbers. Thus, by repeating this procedure, net \((\Delta t)_p\) is calculated for 1000 paths and its mean gives a precise value of the time offset namely, the TDCZero. By repeating this procedure the TDCZero of every detector is calculated relative to the reference detector.

The above technique can be illustrated by an example. If detector 9 is taken to be the reference detector. We seek to determine the TDCZero of all detectors relative to the reference detector. For example, let us determine the TDCZero of detector 25 relative to reference detector 9. Detector 25 can be reached from 9 by a path passing through the nearest neighbours in certain number of steps, where each neighbor is selected using random numbers. This may be written mathematically for one random path as follows,

\[
(\Delta t)^{9-25}_p = (\Delta t)^{9-7}_p + (\Delta t)^{7-33}_p + (\Delta t)^{33-15}_p + \ldots\ldots (\Delta t)^{43-70}_p + (\Delta t)^{70-25}_p \tag{1}
\]

The TDCZero is obtained by using a large number of random paths generated through nearest neighbours and by calculating the mean \((\Delta t)_p\) as shown in Fig. 1(b).

To verify the effectiveness of the random walk method, about 10 million proton showers were simulated in the energy range of 10-1000 TeV using CORSIKA package, with zenith angle \(\theta < 60^\circ\) and a spectral index \(\gamma = 2.7\). The EAS cores were then distributed randomly over a large circular area of radius 120 m. This procedure was repeated 10 times with different random seeds. Hence, in total, 100 million showers, were used for the analysis. It is to be noted that the CORSIKA package provides with the arrival times of EAS particles on an horizontal surface, at a given atmospheric depth. However, the Z coordinates of the detectors differ from one another, and the arrival times of the EAS particles at various detectors were modified accordingly. The details of this correction method is reported elsewhere [7]. The arrival time of the particle that passes first through the detector, is approximated as the arrival time of the shower front for that detector location. In addition, the number of particles passing through each detector is converted into an equivalent

![Figure 1:](image-url)
3. Determination of shower front curvature

The slope of the shower front is obtained from a linear fit to the time residuals with respect to planar fit. To investigate the dependence of shower slope on shower size \( N_e \) and age, a total

\[
\Delta t_{p} = (-0.42 \pm 0.02) \, \text{ns} \\
\sigma_a = (0.31 \pm 0.01) \, \text{ns} \\
\sigma_b = (0.50 \pm 0.02) \, \text{ns}
\]

\[
\text{Correlation Coefficient}=0.9
\]

Figure 2: (a) The distribution of \( \Delta t_{p} \) of neighbouring detector pairs from simulations. A bifurcated Gaussian fit to this distribution yields a peak at \((-0.42\pm0.02)\,\text{ns}\). (b) Variation of skew of \( \Delta t \) distribution of neighbouring detector pairs as a function of difference in their Z coordinates (\( \Delta z \)). The skew increases with \( \Delta z \) with a high correlation coefficient of 0.9.
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**Figure 3:** (a) Distribution of $(\Delta t)_p$ from simulations after correcting for the EAS arrival direction. The distribution is fitted with a Crystal Ball function [5] which yields a peak value of $(-0.030 \pm 0.008)$ ns and a $\sigma$ of $(0.227 \pm 0.006)$ ns. (b) The skew of $\Delta t$ distribution of neighbouring detector pairs shows no dependence on the difference in Z coordinates ($\Delta z$) as expected. The skew is independent of $\Delta z$ as attested by a low correlation coefficient of 0.1.

**Table 1:** The functional dependence of $M_{N_e}$ and $C_{N_e}$ on shower size $N_e$

<table>
<thead>
<tr>
<th>Variable</th>
<th>Functional Form</th>
<th>Fitted Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{N_e}$</td>
<td>$a_1 \exp(-b_1 \ n_e) + c_1 \exp(-d_1 \ n_e^2) - 1$</td>
<td>$a_1=0.791, b_1=-0.003, c_1=0.789, d_1=0.216$</td>
</tr>
<tr>
<td>$C_{N_e}$</td>
<td>$1 - a_2 \exp(-b_2 \ n_e) - c_2 \exp(-d_2 \ n_e^2)$</td>
<td>$a_2=0.479, b_2=-0.010, c_2=1.290, d_2=0.176$</td>
</tr>
</tbody>
</table>

$^\dagger n_e = \log_{10}(N_e)$

$^\ddagger$ The units of $a_1, c_1, a_2, c_2$ are ns/m

of about $10^9$ EAS, collected during 2014 from January 1 to December 31 were categorized into 20 shower size bins each with a width of 0.1 on logarithmic scale. The variation of shower front curvature slope with respect to the age and size are shown in Fig. 4. Following major inferences can be drawn from Fig. 4, (1) the slope falls with age in each size bin, (2) the slope is larger for larger shower size for a given age. The variation of slope with age in each size bin is first parametrized by the equation $\alpha_{N_e}^{\text{age}} = M_{N_e} \cdot \text{age} + C_{N_e}$. The parameters $M_{N_e}$ and $C_{N_e}$ are calculated for each size bin. The observed variation of $M_{N_e}$ and $C_{N_e}$ with size has also been parametrized by similar functional form as mentioned in Table 1. It is to be noted that the outliers have been eliminated based on the dependence of the slope on size and age. The percentage of outliers gradually increases with shower size (9.7–13.3)%. A study was also carried out to obtain the variation of $M_{N_e}$ and $C_{N_e}$ with the zenith angle ($\theta$). For this purpose the data were divided into five sec($\theta$) bins of width 0.1 from 1 to 1.5.

4. Angular resolution of GRAPES-3

The angular resolution of the GRAPES-3 array was obtained by employing two different methods, namely, (1) odd-even (oe), (2) left-right (lr). The results obtained by these two methods were corroborated by detailed Monte Carlo simulations of EAS using CORSIKA. In the odd-even...
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Figure 4: Dependence of shower slope on EAS age for five size (Ne) groups. A linear fit is performed for each size group to obtain the slope $M_{Ne}$ and intercept $C_{Ne}$ (partly adapted from [6]).

method, the array is first divided into two sub-arrays, the first consisting of “odd” numbered detectors and the second consisting of “even” numbered detectors and are referred as the “odd” and “even” sub-arrays, respectively. The arrival direction of an EAS is then determined independently by the two sub-arrays. Since the detectors in the odd-even sub-array have a very substantial spatial overlap, they provide similar estimate of the EAS direction. The space angle between the “odd” and “even” directions ($\psi_{odd/even}$) involves the contribution of errors due to two independently reconstructed directions from two sub-arrays. Therefore, the error measured by the combination of the odd and even sub-arrays ($\sigma_{oe}$) is given by, $\sigma_{oe} = \sqrt{\sigma_o^2 + \sigma_e^2}$ where $\sigma_o$ and $\sigma_e$ are the angular resolutions for the odd and even sub-arrays, respectively. Since the odd and even sub-arrays are nearly identical and the number of detectors triggered in both cases typically are very similar, $\sigma_o = \sigma_e$ and therefore the angular resolution of the each sub-array would be equal to $\frac{\sigma_{oe}}{\sqrt{2}}$. Since the total number of detectors triggered in the full array would be double of the number in each sub-array, the angular resolution of the full array would be smaller by another factor of $\sqrt{2}$. By using this logic, the angular resolution of the array is estimated to be 1.2° for $N_e > 10^3$. After the iterative removal of the outliers the angular resolution improved to 0.8° for $N_e > 10^3$. It should be noted that this method is not sensitive to the shower front curvature as the two reconstructed directions are unaffected because both reconstructed directions suffer from identical systematic errors that are eliminated while estimating the space angle $\psi$. Therefore, the value estimated through the odd-even method represents the best achievable angular resolution.

A more realistic measure of the angular resolution can be obtained through the left-right method. In this method, the array is divided into two sub-arrays by a line joining the shower core with the array center, called “left” and “right” sub-arrays. As in the previous example, the arrival directions are determined independently by using these two sub-arrays and the angular resolution of each sub-array is $\frac{\sigma_{lb}}{2\sqrt{2}}$. Since the angular resolution is inversely proportional to the linear dimension of the array, we expect the angular resolution to worsen by an additional factor of $1/\sqrt{2}$ in the case of left-right method when compared to the odd-even method. Therefore, the additional
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Figure 5: Variation of angular resolution with cosmic ray energy for various EAS experiments (adapted from [6]). Also shown are the atmospheric depths at which the experiments are located.

The angular resolution of the GRAPES-3 array was also calculated through Monte Carlo simulations. A total of $10^9$ CORSIKA generated EAS were reconstructed to obtain their size, core location and arrival direction etc. The signal produced in the scintillator slab by the shower particles was then estimated with the aid of GEANT-4 based detector simulation. The timing response of the scintillator slab was simulated by using the observed distribution due to single muons. The angular resolution obtained by comparing the true arrival direction with the reconstructed arrival direction is $0.9^\circ$ for $N_e > 10^3$. It is to be noted that this method of estimation of the angular resolution suffers from the limitations caused by the approximations inherent in a Monte Carlo simulation code such as CORSIKA and in the simulated response of the GRAPES-3 detectors.

The variation of angular resolution of GRAPES-3 array with the energy of the primary cosmic rays is shown in Fig. 5. The angular resolution is $0.8^\circ$ at energies $E > 5\text{ TeV}$ and improves to $0.3^\circ$ at $E > 100\text{ TeV}$ and finally approaching $0.16^\circ$ at $E > 500\text{ TeV}$. Also shown in the same figure is the angular resolution of several other EAS experiments, as well as the angular resolution of the GRAPES-3 array obtained using the older technique. The older technique yielded an angular resolution of $1.3^\circ$ at energies $E > 10\text{ TeV}$, which is significantly larger than the value obtained in the present work by a factor of $\sim 1.6$. It is to be mentioned that the angular resolution of GRAPES-3
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is comparable to that of the ARGO-YBJ and Tibet ASγ experiments, despite the fact that these two experiments are located at 200 g.cm\(^{-2}\) shallower depth than Ooty.

5. Conclusion

In this work, the arrival times were initially corrected for the fixed times caused by the cables connecting the individual detectors to their respective HPTDCs. The arrival times were also corrected based on the distance from the shower core, depending on the slope of its shower front, which was observed to be varying with slope and age. The observations highlight the fact that for the same atmospheric depth, the present method of shower front curvature correction yields a significantly better angular resolution. It is expected that this improved angular resolution will result in an increased sensitivity towards the detection of new multi-TeV γ sources.
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