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Neural Networks vs Sign Problem Marcel Rodekamp

Figure 1: Graphical representation of the perylene molecule. The sites represent carbon-ions, while links
indicate allowed hopping. External hydrogen atoms are not drawn.

1. Introduction

The challenge of the computational sign problem poses obstacles for effective importance sam-
pling when dealing with complex-valued distributions in Markov-Chain Monte-Carlo algorithms,
like Hybrid Monte Carlo (HMC). This challenge is pervasive when sampling from the configuration
space of many physical systems, including but not limited to lattice QCD at finite baryon chemical
potential, doped condensed matter systems in equilibrium, and the real-time evolution of quantum
systems. A method to substantially alleviate the sign problem involves deforming the original
(real) manifold of integration into a sign improved (complex) one [1–4]. Formal developments
have spurred exploration into leveraging Lefschetz thimbles [5–11] —these are high-dimensional
counterparts to contours of steepest descent and can be located through holomorphic flow. However,
pinpointing the location of each relevant thimble’s saddle point, or critical point, and determining
the relevant sampling ‘direction’ around these points is prohibitive. An alternative approach is to
employ neural networks to learn the mapping from an initial manifold to a beneficial one, including
one that approximates the contributing thimbles to the integral [12–15].

In this work, we explore the use of this method for perylene, 𝐶20𝐻12 [16]. The molecule is
(almost) planar and sp2-hybridized making it a perfect target for the Hubbard model [17]. We show
some preleminary results for a chemical potential (doping) scan. Practical applications range from
organic semiconductors [18], over organic light emitting diodes (OLEDs) [19], to organic solar
cells [20]. Perylene also falls under the class of so-called polycyclic aromatic hydrocarbon (PAH)
molecules thought to be ubiquitous in interstellar gases and nebulae [21]. A detailed accounting of
electronic properties of PAHs, like perylene, could help constrain interstellar gas models [22].

2. Formalism

Given a fixed spatial arrangement of ions 𝑋 , the Hubbard model in particle-hole basis reads [23]

H [𝐾,𝑉, 𝜇] = −
∑︁
𝑥,𝑦∈𝑋

(
𝑝†𝑥𝐾

𝑥𝑦 𝑝𝑦 − ℎ†𝑥𝐾 𝑥𝑦ℎ𝑦
)
+ 1

2

∑︁
𝑥,𝑦∈𝑋

𝜌𝑥𝑉
𝑥𝑦𝜌𝑦 + 𝜇

∑︁
𝑥∈𝑋

𝜌𝑥 , (1)

where the amplitudes in 𝐾 encode the hopping of fermionic particles 𝑝 and holes ℎ, interactions
between these are modelled by the potential𝑉 , 𝜌𝑥 = 𝑝†𝑥 𝑝𝑥 − ℎ†𝑥ℎ𝑥 is the net charge per site, and the
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chemical potential 𝜇 incentivizes charge. We restrict our attention to the case where 𝐾 = 𝜅𝛿⟨𝑥𝑦⟩
encodes the structure of perylene, compare figure 1, with nearest-neighbor hopping, and an on-site
interaction 𝑉 = 𝑈𝛿𝑥𝑦 . In this case, when 𝜇 = 0, the Hamiltonian in (1) corresponds to the neutral,
‘half-filled’ system.

Trotterizing the thermal trace into 𝑁𝑡 timeslices, inserting Grassmannian resolutions of the
identity, and linearizing the interaction via the Hubbard-Stratonovich transformation [24] exposes
the Hubbard action

𝑆 [Φ | 𝐾,𝑉, 𝜇] = 1
2

∑︁
𝑥,𝑦∈𝑋

𝑡∈[0,𝑁𝑡−1]

Φ𝑡 𝑥 (𝛿𝑉−1)𝑥𝑦Φ𝑡 𝑦 − log det{𝑀 [Φ | 𝐾, 𝜇] 𝑀 [−Φ | − 𝐾,−𝜇]},
(2)

where Φ ∈ R |Λ | is the (auxiliary) hubbard field on the spacetime lattice Λ = [0, 𝑁𝑡 − 1] ⊗ 𝑋 and
𝛿 = 𝛽/𝑁𝑡 . We use the exponential discretization [25] for the fermion matrices

𝑀 [Φ | 𝐾, 𝜇]𝑥′𝑡 ′;𝑥𝑡 = 𝛿𝑥′𝑥𝛿𝑡 ′𝑡 −
(
𝑒𝛿 (𝐾+𝜇)

)
𝑥′𝑥
𝑒+𝑖Φ𝑥𝑡 𝛿𝑡 ′ (𝑡+1) (3)

with antiperiodic boundary conditions in time. With this we can express the thermal trace as path
integral

⟨O⟩ = 1
Z

Tr
{
O𝑒−𝛽H

}
=

1
Z

∫
D [Φ] 𝑒−𝑆 [Φ]O [Φ] . (4)

The partition function Z is the trace/integral without the observable. On a bipartite lattice we may
replace the −𝐾 in the holes’ fermion matrix with +𝐾 leading to a real and positive determinant at
vanishing chemical potential. When 𝜇 is finite the determinant is complex valued and results in a
sign problem.

3. Method

As in our previous work [14, 15, 26], for a Monte-Carlo algorithm with complex action we can
separate the real and imaginary parts, 𝑆 = Re{𝑆} + i Im{𝑆}, and rewrite the path integral as

Z =

∫
D [Φ] 𝑒−𝑆 =

∫
D [Φ] 𝑒− Re{𝑆}𝑒− i Im{𝑆} ∝

〈
𝑒− i Im{𝑆}

〉
Re{𝑆}

≡ Σ (5)

where |Σ | ∈ [0, 1] is the statistical power. Sampling according to the real part of the action and
then applying reweighting,

⟨O⟩ =

〈
𝑒− i Im{𝑆}O

〉
Re{𝑆}〈

𝑒− i Im{𝑆}〉
Re{𝑆}

=
1
Σ

〈
𝑒− i Im{𝑆}O

〉
Re{𝑆}

, (6)

allows the computation of observables. This procedure fails if the statistical power |Σ | cannot be
reliably distinguished from zero [6, 14, 27, 28].

Combining reweighting with path deformation techniques offers a promising approach to
mitigating the sign problem. The primary objective is to expand the accessible parameter space
for computation, ultimately allowing extrapolations to the continuum limit, 𝛿 → 0, and/or the
zero-temperature limit, 𝛽 → ∞. The core idea involves manipulating the integration contour in
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a way that enhances the statistical power. One noteworthy method in this context is the use of
Lefschetz thimbles, which eliminate fluctuations in the imaginary part of the action. However, it
is essential to acknowledge that these thimbles are notoriously challenging to compute in practical
simulations. As a result, the focus shifts towards harnessing a more versatile transformation to a
sign-optimized manifold, denoted as M̃. Crucially, Cauchy’s theorem assures us that expectation
values of holomorphic observables remains unchanged under this transformation1:

⟨O⟩ = 1
Z

∫
M̃

D
[
Φ̃
]
𝑒−𝑆[Φ̃]O

[
Φ̃
]

=
1
Z

∫
D [Φ] 𝑒−𝑆[Φ̃(Φ)]+log det{𝐽Φ̃ [Φ]}O

[
Φ̃ (Φ)

] (7)

A simple transformation is the mapping to the tangent plane Φ̃ [Φ] = Φ + i 𝜙0. As outlined
in [26] a transcendental equation

𝜙0/𝛿 = − 𝑈
𝑁𝑥

∑︁
𝑘

tanh
(
𝛽

2
[𝜖𝑘 + 𝜇 + 𝜙0/𝛿]

)
(8)

can be used to identify this plane. The sum is over the eigenvalues 𝜖𝑘 of the hopping matrix 𝐾 .
This adds no additional computational cost to the simulation and thus forms our starting point for
further transformations.

Based on our earlier machine learning approach [15], we can use a neural network to map to
a sign optimized manifold M̃, i.e. Φ̃ [Φ] = NN [Φ + 𝑖𝜙0]. We continue to use coupling networks
to enable a tractable Jacobian determinant. However, we changed the activation function to be
holomorphic compared to our earlier approach which simplified the training procedure significantly.
A single layer thus reads

NN𝑙 [Ψ]𝑡 ,𝑥 =
{
𝑒𝑠𝑙 (Ψ𝐵 ) ⊙ Ψ𝐴 + 𝑡𝑙 (Ψ𝐵) (𝑡, 𝑥) ∈ 𝐴
Ψ𝐵 (𝑡, 𝑥) ∈ 𝐵

(9)

where 𝑠, 𝑡 : C|Λ|/2 → C|Λ|/2, Ψ𝐵 ↦→ 𝑤′ ·𝑃 [𝑤 · Ψ𝐵 + 𝑏]+𝑏′ are linear networks; the activation 𝑃 [·] is a
polynomial of degree 3. We always pair two of these layers to form a single transformation that allows
us to change every value of the input configuration. Notice, this network is unbounded at Ψ → ±∞
and thus escapes Liouville’s theorem [29, 30]. Furthermore, the homology class is completely
determined by the asymptotic behavior of the network. This means that any parametrization of the
contour M̃ preserves the homology class if it approaches a constant asymptotically. To achieve
this, we implement a projection layer

P𝜎 [Ψ]𝑖 = Re{Ψ}𝑖 + i Im{Ψ}𝑖𝑒
− |Ψ𝑖 |2

𝜎2 (10)

which pushes the imaginary part down towards the real manifold. The parameter 𝜎 can be chosen
arbitrarily. Choosing 𝜎 ≫ 1 but finite, the projection virtually becomes the identity up to O

(
𝜎−2)

and the Jacobian remains unchanged 𝐽Φ̃ [Φ] = det{NN [Φ]} + O
(
𝜎−2) . Care has to be taken if the

1Strictly speaking, this holds when no singularities are crossed when performing the contour deformation, which is
the case in our problem.
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Φ(𝜏), Re{𝑆}target ∼ 𝑒− Re{𝑆} Φ(𝜏 + Δ𝜏)
Runge Kutta ��1 − 𝑒𝑖Δ Im{𝑆} �� ≤ 𝜖

Δ𝜏*=𝛿attun

Re{𝑆 [Φ(𝜏 + Δ𝜏)]}
<

Re{𝑆}target

𝜏+=Δ𝜏

𝜏 > 𝜏min

Store Trajectory

True

Next Trajectory

Figure 2: Algorithm to generate training data. Each step integrates the flow equation for a time Δ𝜏 and
checks that the imaginary part of the action is preserved for the step size. The step size becomes updated
accordingly. Further, only data that stems to be relevant for training, i.e. is not flowed to little and is not in
neverland, is accepted.

configuration value NN [Φ] becomes comparable to 𝜎. Naturally, such configuration values have
small weights; thus, they practically never appear.

We train the parameters – 𝑤, 𝑤′ ∈ Mat|Λ|/2 [C] , 𝑏, 𝑏′ ∈ C|Λ|/2 per layer – of the network using
training data sets of flowed configurations [14]. The training data is generated by integrating
the holomorphic flow equation, starting from configurations sampled with a normal-distribution
N (𝜇 = 0, 𝜎 = 𝛿𝑈) and mapped to the tangent plane, with a Runge Kutta and accepting only
configurations that preserve the imaginary part of the action, are flowed enough, and are not in
neverland 2. A graphical representation of this can be found in figure 2. Once the data is gathered
we initialize the network with random parameters ∼ 𝑈 (0.01, 0.01) [31], and train it using the
Adam optimizer [32] with a learning rate of 10−3. For the first iterations we use a plain L2-loss
to measure the distance between the training data and the network output. After that a couple of
iterations are trained by comparing the real part of the action plus the preservation of the imaginary
part, L

(
Φ̃,NN [Φ + i 𝜙0]

)
= |ΔRe{𝑆}| +

��1 − 𝑒iΔ Im{𝑆} ��. Once a desired precision (< 1𝑒 − 4) is
reached, we perform a short HMC simulation, Ncfg = 1000, and measure the statistical power |Σ |.
If the statistical power is increased, we accept the new network parameters and continue the HMC
simulation resulting in the observables presented in the next section.

4. Results

4.1 Correlation Functions

The basic building block of Monte-Carlo simulations for physical systems is the correlation
function

𝐶𝑥,𝑦 (𝜏) =
〈
𝑝𝑥 (𝜏)𝑝†𝑦 (0)

〉
=

〈
𝑀−1

(𝜏,𝑥 );(0,𝑦) [Φ | 𝐾, 𝜇]
〉
, (11)

as it encodes the physics of a single excitation-annihilation process. In the following we block
diagonalize the correlation matrix using the symmetry eigenspaces of the ion lattice X

𝐶𝑘 (𝜏) = 𝛿𝑘,𝑘′ ū𝑘,𝑥𝐶𝑥,𝑦 (𝜏)u𝑦,𝑘′ , (12)

2By neverland we denote regions of infinite Re{𝑆}. Points where Lefshetz thimbles meet have diverging Re{𝑆} and
are not relevant for the training.
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where the unitary matrix u is determined by the irreducible representations of the point group 𝐷2ℎ

of 𝑋 . In principle, a further diagonalization within the irreducible blocks is required, however, we
found that the diagonal terms are dominant in the cases we have studied thus far and so only take
the diagonal correlators for study in these proceedings. To classify the molecule and understand
the entirety of its (single particle) spectrum a full parameter scan in the interaction strength and its
doping needs to be performed as well as the continuum and zero temperature limit (𝛽, 𝑁𝑡 → ∞). In
this preliminary results we will focus on the application of the neural network to the sign problem.
Hence, we fix 𝑁𝑡 = 32 and 𝛽 = 4, while the interaction and chemical potential strength are indicated
at the specific results. In Figures 3 we compare correlator measurements from HMC on the tangent
plane, on the left, and from machine learning enhanced HMC (MLHMC), on the right. These are
computed at fixed𝑈 = 2 and 𝜇 = 1.7. As expected the MLHMC resolves the correlator much better
than the HMC on the tangent plane. This chemical potential is the first where the computational
extra cost of the neural network can be justified.

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
10 4

10 3

10 2

10 1

100

C
k sp

(
)

Nt = 32, = 4, U = 2, = 1.7, |Q| = 7.66 ± 8.78 × 10 01

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
10 4

10 3

10 2

10 1

100

C
k sp

(
)

Nt = 32, = 4, U = 2, = 1.7, |Q| = 8.17 ± 9.59 × 10 02

Figure 3: Perylene correlator for 𝑈 = 2, 𝜇 = 1.7 simulated using HMC on the tangent plane (top) and
machine learning guided HMC (bottom)

4.2 Charge

The chemical potential is an effective description of the doping of the system. We translate
this by measuring the total system charge

𝑄 =

𝑁𝑥∑︁
𝑥=0

⟨𝜌𝑥⟩ =
𝑁𝑥∑︁
𝑥=0

𝐶𝑥,𝑥 (𝜏 = 0). (13)

In Figure 4 we present the total charge as a function of the chemical potential at fixed 𝑈 = 2. The
interaction strength is the same as for the correlators in Figure 3. We can identify, that the statistical
error at 𝜇 = 1.7 is much smaller for the MLHMC. At cold temperatures, 𝛽 → ∞, we expect a
stepwise behaviour for integer charge changes at certain chemical potentials. This is washed out
here due to the small value of 𝛽. To fully classify the doping of the molecule a zero-tempreature limit
must be taken which will increase the use of the neural network as the sign problem exponentially
becomes worse with increasing 𝛽.

4.3 Effective Masses

To study the molecule for various applications like energy production in organic solar cells it is
required to get an understanding of the low lying energy spectrum of a particle-hole excitation. At
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Figure 4: Perylene total charge 𝜇-scan at𝑈 = 2

non-interacting systems 𝑈 = 0, this can be done analytically as the single-particle energy is given
by the eigenvalues of the hopping matrix 𝐸 𝑘𝑠𝑝 = 𝜖 𝑘 . Doping simply shifts these 𝐸 𝑘

𝑠𝑝/𝑠ℎ = 𝜖 𝑘 ± 𝜇.
Further, if particles and holes do not interact the exciton energy is simply the sum 𝐸 𝑘 = 𝐸 𝑘𝑠𝑝 + 𝐸 𝑘𝑠ℎ,
which, noticeably, is independent of doping. As soon as interactions are turned on this is not true
anymore and the exciton energy needs to be measured explicitly involving computations of 4 point
functions. For this proceedings we take a first step into that direction and measure the single particle
energy at various interaction strengths and chemical potentials. In the low-temperature spectral
decomposition 𝐶𝑘 (𝜏) = 𝐴0𝑒

−𝐸𝑘
0 𝜏 + O

(
𝑒−𝐸

𝑘
1 𝜏

)
one expects ground state contributions in the large

𝜏 limit, defining the effective mass

𝑚𝑘eff
��
𝜏
=

log𝐶𝑘 (𝜏 + 𝛿) − log𝐶𝑘 (𝜏)
𝛿

. (14)

The effective mass serves as a simple estimator for the energy 𝐸 𝑘𝑠𝑝 ≈ 𝑚𝑘eff

��
𝜏=𝛽/2

that neglects excited
states. In figures 5a to 5d we present a selection of effective mass plots for two interaction strengths
𝑈 = 2, 4 (5a,5b) at zero chemical potential and two chemical potentials 𝜇 = 0.4, 1.7 at fixed 𝑈 = 2
(5c,5d). These plots suggest that the interaction strength has a great effect on the excited states, as
the plateau becomes less pronounced, but only little on the ground state energy, i.e. the smallest
positive energy value. Further, we can identify that the gap between states opens as the interaction
strength is increased. Additionally, the change of chemical potential clearly shifts the ground state
gap, which, together indicate a rich energy spectrum of the molecule.

5. Summary

The numerical sign problem affects Monte-Carlo simulations of various systems. In this contri-
bution we modelled the electronic structure of the sp2-hybridized molecule 𝐶20𝐻12 (perylene) with
a contact-interaction Hubbard model which is then simulated using the Hybird/Hamilton Monte-
Carlo algorithm. At finite chemical potential, a parameter to control doping, a sign problem appears
which we tackle using reweighting and contour deformations. Starting with simple deformations,
the tangent plane, and continuing with neural networks at larger 𝜇 we are able to resolve the total
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(a) Perylene effective mass𝑈 = 2, 𝜇 = 0 (HMC)
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(b) Perylene effective mass𝑈 = 4, 𝜇 = 0 (HMC)
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(c) Perylene effective mass𝑈 = 2, 𝜇 = 0.4 (HMC)

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

m
ef

f(
)

0.3

0.2

0.1

0.0

0.1

0.2

0.3

m
ef

f

Nt = 32, = 4, U = 2, = 1.7, |Q| = 8.17 ± 9.59 × 10 02

(d) Perylene effective mass𝑈 = 2, 𝜇 = 1.7 (MLHMC)

system charge and single particle energy spectrum of perylene. To limit thermal contamination of
the energy states, we require that 𝛽𝐸0 ≫ 1, where 𝐸0 is the lowest single particle excitation energy
in the system. In our case we have 𝛽𝐸0 ∼ 1.5, which should be increased in future calculations. We
plan to extend the parameter space and perform a more detailed analysis of the system, including
the study of particle-hole excitations which are relevant for practical application of the molecule.
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