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1. Introduction

Of the particle physicist’s many imaginary friends, the axion might be one of the current favourites. If the number of papers people write has any bearing on the nature of our Universe (which it does not), then you may get the impression that axions are a sure bet for our next major discovery. It is unclear if this will happen on any reasonable timescale, or at all, but we will never know if they are real unless we try to find them. As it stands, we have barely scratched the surface when it comes to ruling them out. Thankfully, axions turn out to be quite fascinating things, and so that gives us plenty to think about, and plenty more papers to write until we find them and/or move on to our next imaginary friend (see Refs. [1, 2] for a selection of alternatives).

One of the fields that has something important to say about the axion is cosmology. The main reason behind this is that cosmology tells us that there seems to be a whopping great amount of dark matter around and we cannot make sense of galaxies or the Universe at large without it. But cosmology provides more than just a suggestion that dark matter exists. Cosmology in the 21st century is a precision science—any hypothesis we come up with for the identity of dark matter is immediately confronted with a large amount of exquisite data.

So what is dark matter? While there are no answers to be found in the zoo of known particles, there are some suspicious elements of the theory underlying their interactions that offer us some clues. In particular, a solution to one of the Standard Model’s long-standing internal puzzles known as the Strong CP problem inspires us to invent a new particle which we call the axion—a particle which seems to fit the bill nicely when it comes to simultaneously explaining a Universe filled with invisible matter.

It is safe to say there is no evidence currently that we have hit upon the correct dark matter candidate in the axion. However, cosmology still has a lot to tell us. Are there models for the axion which let them work as a dark matter candidate, and those which do not? When in cosmic history did the axion need to be created for the Universe to remain consistent with those exquisite observations of it? What sort of imprints would relic populations of axions leave in astrophysical data? Can we assist terrestrial experiments seeking to detect the axion by telling them where to look first? These are some of the questions being addressed in axion cosmology right now, and this review will showcase some of what we are learning.

That said, this review is merely an introduction to this aspect of axion physics—the aim being to assist students and newcomers to the field, in particular those who are not aiming to become cosmologists and just want to understand the important ideas. I especially want to get across some of the guidance that cosmology provides to the people who are on the ground, hunting for axions. I encourage those who are looking for something more technically substantial to seek out some of the major reviews of this subject, like that of Marsh [3] or Sikivie [4] on axion cosmology, as well as Hui [5], Niemeyer [6] or Ferreira [7] for reviews focusing on ultralight axions and wave-like dark matter. I will also skip over a lot of axion theory and experimental techniques, and I will only cover astrophysical searches for axions specifically as a dark matter candidate. For an introduction to those other topics, there are many other excellent reviews out there (here’s a few: [8–15]), including in the very series this work is a part of: Refs. [16, 17].

Throughout I will use natural units where $c = \hbar = k_B = 1$. 
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2. Cosmology

Before getting stuck into the axion stuff, let us recap a few of the basics. You will find this and much more in any good cosmology textbook, so if you know your cosmology already, you can skip it. I will just focus on the definitions and concepts that we will use later.

2.1 The definitions and concepts we will use later

What is physical cosmology? It is the study of the Universe at large as a dynamical system. The axiom upon which we begin thinking about cosmology is the statement that the Universe looks essentially the same in all directions (it looks isotropic) and that it would look like that no matter where you observed it from (it is homogeneous). Of course, the Universe has stuff in it, but when you zoom out to the multi-billion-parsec scale, galaxies look like little specks of dust floating in space. Accordingly, it is appropriate to describe spacetime on these scales as being smooth, flat, and Minkowski-like,

\[ ds^2 = -dt^2 + a^2(t)dx^2. \]  

Except it’s not quite Minkowski, we have a dimensionless and time-dependent function \( a(t) \), multiplying the space part. This is a scaling factor that encodes one of the most important discoveries of the 20th century that kicked off the field of cosmology: that the Universe is expanding. This scale factor is an increasing function of time, and since we usually talk about comparisons in the Universe’s size from one moment to another, it can be useful to normalise it to \( a(\text{today}) = 1 \).

This spacetime is called FRW or FLRW depending on whether or not you remember to recognise the work of Georges Lemaître. We can use it to extract from Einstein’s equations a few useful formulae for the expansion rate \( (da/dt = \dot{a}) \) and acceleration \( (d^2a/dt^2 = \ddot{a}) \):

\[
H^2 = \left(\frac{\dot{a}}{a}\right)^2 = \frac{1}{3M_{Pl}^2} \sum_i \rho_i, 
\]

\[
\frac{\ddot{a}}{a} = -\frac{1}{6M_{Pl}^2} \sum_i (\rho_i + 3P_i). 
\]

I am using \( M_{Pl} = 1/\sqrt{8\pi G_N} = 2.435 \times 10^{18} \) GeV for the reduced Planck mass, and \( H(t) \) is called the Hubble parameter. The different \( \rho_i \) and \( P_i \) are the large-scale average energy densities and pressures of the different types of stuff in the Universe. We model each component as a perfect fluid with energy-momentum tensor \( T_{\mu\nu}^i = \text{diag}(-\rho, P, P, P) \). The relationship between the density and pressure of one of these fluids is called its equation of state, \( P_i = w \rho_i \). The ones we will need are “matter” which has no pressure \( w = 0 \); “radiation” which has \( w = 1/3 \); and the “cosmological constant” which has negative pressure \( w = -1 \). For the purposes of this, I will be conflating the cosmological constant with the term “dark energy”.

\footnote{By the way, the assertion of flatness is inspired by observations and not theoretical bias. In textbooks on cosmology, you will see a factor of \((1 - kr^2)^{-1}\) with the radial part of the metric which describes the possibility that the Universe could have an overall large-scale positive or negative curvature. Analyses of the cosmic microwave background constrain the contribution of curvature to the overall energy density of the Universe to be close to zero, so our Universe seems to be geometrically flat as far as we can tell [18].}
The expressions above can be combined to reveal the continuity equation (which can also be derived by enforcing the conservation of energy and momentum):

\[
\dot{\rho} + 3H(\rho + P) = 0.
\]  

The continuity equation is solved by a perfect fluid whose density evolves with expansion as \( \rho \propto a^{-3(1+w)} \). This implies that matter dilutes with the Universe’s volume \( \rho_m \propto a^{-3} \), dark energy always has a constant energy density \( \rho_\Lambda = \text{const.} \) and radiation is diluted by an extra factor of \( a: \rho_r \propto a^{-4} \).

The intuition behind the extra factor of \( a \) in the dilution of radiation is that it also gets stretched out and loses energy due to the expansion of space. We see this directly when we observe distant galaxies. Photons emitted by a source billions of years ago get shifted to longer wavelengths by the same factor as how much space has expanded over that time. To an observer this looks the same as if the galaxy emitting the light was flying off away from us, so we use the word redshift to describe it, as in the Doppler effect. This, of course, is precisely how the discovery of cosmic expansion was made in the first place by Hubble. To have a closer connection with observations, we like to relate the redshift to the scale factor via \( a = 1/(1+z) \). This allows us to use redshift as a sort of combined time and distance coordinate, with \( z = 0 \) referring to here and now, and \( z = \text{large} \), as far away and long ago.

The Hubble parameter, \( H(t) \), was first measured by plotting the redshift of a bunch of galaxies against their distances from us. Its value today (cosmologically speaking) is called \( H_0 \) and is typically expressed in the units reflecting how it is measured: km/s/Mpc. Physically, \( H(t) \) is a rate, and so \( H^{-1}(t) \) can be interpreted in natural units as either a time or a distance. We will use \( H^{-1}(t) \) frequently as an estimate of the cosmic horizon—the size of the observable Universe at a particular time.

Measuring the Hubble constant today is important because its role in the Friedmann equation means we can use it to calculate the average density of all the stuff in the Universe right now,

\[
\sum_i \rho_i(\text{today}) \equiv \rho_{\text{tot}} = 3H_0^2M_\text{Pl}^2.
\]  

One thing that we will be doing a lot of is comparing the density of stuff now with the density of stuff at some other time in the past. This means that \( H_0 \) will often lurk around in our equations. Unfortunately, \( H_0 \) can be a tricky quantity to measure, so it is customary to just keep track of it by writing it in terms of a dimensionless parameter, \( h \):

\[
H_0 = 100h \text{ km s}^{-1} \text{Mpc}^{-1} = 2.13 \times 10^{-33} h \text{ eV}.
\]  

There are several ways to measure \( h \). The most direct approach involves plotting the redshifts of galaxies against their distances obtained using the distance ladder. These local measurements yield \( h \approx 0.73 \pm 0.01 \) [19, 20]. Another approach is to infer how fast our Universe should be expanding based on our best-fit cosmological model called \( \Lambda \)CDM. Strangely, this model-dependent approach yields a Hubble constant of \( h = 0.674 \pm 0.005 \) [21]—a value that is significantly slower (by something like 5\( \sigma \) now) than the distance ladder approach, which makes people think maybe the
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model is wrong. However, for pretty much every other bit of cosmological data\(^2\), \(\Lambda\)CDM works stunningly well. This is the famous Hubble tension\(^{[23]}\). Could axions be the solution? Maybe, but not in any immediately obvious way, e.g.\([24–28]\).

That issue notwithstanding, since we measure \(H_0\) and therefore \(\rho_{\text{tot}}\), we simplify things and just express each component of the cosmic density as a fraction, \(\Omega_i = \rho_i(\text{today})/\rho_{\text{tot}}\). We can anchor these densities to their values today because we know how the different cosmological substances should scale as the Universe expands. Assuming we have accounted for everything (i.e. matter, radiation and dark energy are all there is), the entire cosmic history of \(H(t)\) is then fully described:

\[
H^2(t) = H_0^2 \left[ \Omega_r a(t)^{-4} + \Omega_m a(t)^{-3} + \Omega_{\Lambda} \right],
\]

recalling the solution \(\rho \propto a^{-3(1+w)}\) mentioned above.

2.2 Thermodynamics of the early Universe

Matter, radiation and dark energy are the three major ingredients of our standard model of cosmology. The best-fit \(\Lambda\)CDM parameters right now tell us that around \(\Omega_m = 31\%\) is matter, \(\Omega_{\Lambda} = 68\%\) is in the form of dark energy, with less than 0.01% in radiation. For most of the Universe’s history, it has been dominated by matter. Only in the last billion years or so has \(\rho_m\) diluted away sufficiently for \(\rho_{\Lambda}\) to become the dominant component of Eq.\((7)\). Because \(\rho_{\Lambda} = \text{const.}\), a dark-energy dominated universe expands with \(\ddot{a} > 0\). In other words, we observe the recent Universe undergoing accelerated expansion.

That’s not what we are interested in right now though. If we roll the clock all the way back to a mere 50,000 years after the Big Bang, there was a time when it was radiation that was the dominant of the three components, rather than matter. The point at which the two densities crossed over is called matter-radiation equality, which occurs at a redshift satisfying \(\Omega_r (1 + z_{\text{eq}})^4 = \Omega_m (1 + z_{\text{eq}})^3\), where \(z_{\text{eq}} \approx 3400\).

In cosmology, all regular matter—including nuclei and electrons—are lumped together and called baryons. As we will see by the end of this section, the majority of the matter going into \(\Omega_m\) is not baryons, but another type of matter whose defining feature is that it only seems to be coupled gravitationally. We are going to be trying to get axions to explain what this “dark” matter component is, so here is our first constraint: we want axions to exist and be exerting their gravitational influence on the Universe in the form of matter by \(z_{\text{eq}}\) at the latest.

So when we talk about axions as dark matter, most of our discussion is going to take place prior to \(z_{\text{eq}}\)—during radiation domination. Going this far back requires us to understand how the Universe behaved when it was nothing but a swarm of particles and radiation, held (most of them anyway) in equilibrium. The temperature of this thermal bath will start out exceedingly hot, hotter than a few MeV at the very very least, but likely much hotter, and will then cool down over time as \(T \sim a^{-1} \sim (1 + z)\) roughly.

Digging up a bit of statistical mechanics, we recall that the macroscopic properties of an ensemble of particles in thermal equilibrium can be obtained by doing the relevant integrals over their distribution functions. If we want the average energy density for example, we take the particle

\(^{2}\text{One other example of where \(\Lambda\)CDM has a potential crack in it is the so-called S8 or \(\sigma_8\) tension, reviewed in Ref. [22].}\)
energy $E = \sqrt{p^2 + m^2}$, where $p$ is momentum and $m$ is the particle mass, and do:

$$\rho = g \int \frac{d^3p}{(2\pi)^3} Ef(p),$$  \hspace{1cm} (8)

where $g$ counts up the spin states for the particles. We have two choices for the distribution function,

$$f(p) = \frac{1}{\exp[E(p)/T] \pm 1},$$  \hspace{1cm} (9)

where ‘+’ is used for fermions and ‘−’ for bosons.

Evaluating these integrals in the relativistic limit, $p \gg m$, the relationship between the energy density of a species and the temperature of the cosmic thermal bath, $T$, is revealed to be,

relativistic bosons : $\rho = \frac{\pi^2}{30} g T^4$,  \hspace{1cm} (10)

relativistic fermions : $\rho = \frac{7}{8} \frac{\pi^2}{30} g T^4$.

Since fermions scale with temperature in the same way as bosons just with a factor of $7/8$, we can conveniently express the density-temperature relation of all the species at once by defining an “effective” number of relativistic species,

$$g_\star(T) = \sum_{\text{bosons}} g_i \left(\frac{T_i}{T}\right)^4 + \sum_{\text{fermions}} \frac{7}{8} g_i \left(\frac{T_i}{T}\right)^4.$$  \hspace{1cm} (11)

With this single effective species, the Friedmann equation during radiation domination can be written in terms of the temperature as,

$$3H^2(T)M_{Pl}^2 = \frac{\pi^2}{30} g_\star(T) T^4,$$  \hspace{1cm} (12)

which is a useful formula that we will use later.

The reason for giving each species its own temperature $T_i$ which could deviate from the average $T$ is because the thermal equilibrium may not be maintained for all particles over all timescales. For example, if some particle is kept in thermal equilibrium by a process where it scatters with other particles, then the frequency of those scattering events needs to be sufficient, even as the Universe gets bigger and those particles get spread further apart.

As an example where this won’t be the case: if a particle is equilibrated by a feeble process with a small probability of occurring, then there may come a time when the thermal bath has cooled down too much for that equilibrium to be kept up. When this occurs, the particles will no longer have their temperature maintained by the surrounding bath and the species is said to kinetically decouple. Similarly, if some particle is kept in equilibrium by production and annihilation and the temperature (i.e. typical energy of particles in the bath) drops below the mass of that particle, then annihilation is no longer reversible and they are said to chemically decouple. Once the temperature falls below the mass scale of the particle they will also become non-relativistic. For
non-relativistic particles, Eq.(10) gets a Boltzmann suppression factor $e^{-m/T}$, which causes $\rho$ to drop exponentially as the temperature cools. Depending on the mass and interaction strengths of a certain species, decoupling can occur when the particle is either still relativistic or after it has gone non-relativistic. In the standard picture of thermal (non-axion) dark matter production for example, a weakly interacting massive particle first chemically decouples, becomes non-relativistic, and then kinetically decouples, leaving its comoving abundance at some frozen amount that depends on its interaction strengths.

Another ingredient we will need is entropy. Without getting into the thermodynamical weeds, you can show by applying the second law of thermodynamics, that the entropy density of the Universe can be expressed as,

$$s \equiv \frac{S}{V} = \frac{\rho + P}{T}.$$  \hspace{1cm} (13)

Taking radiation as the dominant contributor to the Universe’s entropy ($\rho = P/3$), we see that the entropy density has a similar form to the energy density, $s = 2\pi^2 / 45 g T^3$ for relativistic bosons (and $\times 7/8$ for fermions). Recall that $T \sim a^{-1}$, so the $T^3$ there hints towards an important fact: the comoving entropy density of the Universe is conserved. “Comoving” means we imagine the entropy in a box that expands at the same rate as the Universe does (i.e. $sa^3$). The conservation of comoving entropy density can be derived by applying the first law of thermodynamics to a highly relativistic system of particles and holds even when there are multiple species in the bath falling out of equilibrium at different times.

It will prove useful to make use of the fact that $sa^3 = \text{const}$, by keeping track of what $s$ is doing. Using the same logic of modelling the thermal bath of the Universe in terms of a single substance that has an effective temperature-varying number of degrees of freedom, we write down,

$$s = \frac{2\pi^2}{45} g^\ast_s T^3,$$  \hspace{1cm} (14)

where the effective number of entropic degrees of freedom, $g^\ast_s$, is very similar to $g^\ast$ but has a temperature dependence lowered by one factor of $T$,

$$g^\ast_s = \sum_{\text{bosons}} g_i \left( \frac{T}{T} \right)^3 + \sum_{\text{fermions}} \frac{7}{8} g_i \left( \frac{T}{T} \right)^3.$$  \hspace{1cm} (15)

So how can the comoving entropy density stay constant when particles are falling out of equilibrium and changing $g^\ast_s$? The way this works is that when a species of particle decouples, that entropy is transferred to the particles still in equilibrium, which causes their temperature to cool slightly more slowly. Only in regimes where $g^\ast_s$ remains stable with temperature does the bath cool simply like the Universe expands like $T \sim a^{-1}$.

The values of $g^\ast(T)$ and $g^\ast_s(T)$ for standard cosmology follow each other very closely with the exception of one period when the neutrinos decouple from the bath ($T \sim 1$ MeV) and then electrons and positrons become non-relativistic and annihilate away shortly after ($T \sim m_e \sim 0.5$ MeV). The bath has $g^\ast = 2$ (just photons) after $e^+ e^-$ annihilation, but had $g^\ast_s = 2 + (7/8) \times (2 + 2) = 11/2$ beforehand. So, by the conservation of $sa^3$, the photon bath gets heated by a factor of $(11/4)^{1/3}$ compared to the neutrinos. The fact that the photons receive this extra injection but the neutrinos
didn’t because they had decoupled means that \( g_{\ast,s}(T < m_e) = 3.91 \) and \( g_4(T < m_e) = 3.35 \) are ever so slightly different. It also means that the temperature of the left-over “relic” neutrinos is this same factor cooler than the temperature of the relic photons, as we will see later.

Going back to the fact that the comoving entropy density is conserved, this means that \( g_{\ast,s}(T) T^3 a^3 = \text{const.} \) and so we can use this as a trick to relate the temperatures and scale factors at two different times. As a pertinent example, if we apply this trick to the energy density of something that scales like matter between temperatures \( T_1 \) and \( T_0 \), we can find,

\[
\rho_m(T_0) = \rho_m(T_1) \frac{g_{\ast,s}(T_0)}{g_{\ast,s}(T_1)} \left( \frac{T_0}{T_1} \right)^3
\]

where we use the fact that matter scales like \( \rho_m \propto a^{-3} \) to get rid of \( a \). This is useful because we have measured the cosmological density of matter in the Universe today, and so we can use formulae like this to answer questions such as: at what temperature did a population of axions have to be created for them to exist in the right abundance to explain dark matter today?

2.3 A brief history

Armed with the basic physics of the thermodynamics of the early Universe, let us now go through the 13.8 billion years of cosmic history. As a visual reference, see Fig. 1.

- **Inflation.** We suppose the Universe began with a period of astonishingly rapid accelerated expansion, \( a \propto e^{Ht} \), driven by some field with a negative equation of state. Inflation explains why the Universe is homogeneous and spatially flat, but also explains why it has structure.
at all. The Universe during inflation is described as de Sitter space with a constant Hubble scale \( H(t) = H_I \), where \( H_I \) could be anything from \( 10^{14} \) GeV to \( 10^{-15} \) eV. The nearly scale-invariant quantum fluctuations in the field driving inflation were also inflated to scales well beyond the horizon. These perturbations in curvature are subsequently imprinted on the densities of matter and radiation—the seeds of all structures.

- **Electroweak symmetry breaking** (~100 GeV). Below this temperature, the electroweak force is broken down to the electromagnetic and weak nuclear forces. The four massless electroweak bosons become the photon, \( W^\pm \) and \( Z \) bosons, with the latter three acquiring masses through the Higgs mechanism. We know this must have occurred thanks to the monumental experimental success of the Standard Model of Particle Physics, for which the electroweak theory is a cornerstone. Nonetheless, particle colliders on Earth probe only up to the TeV scale, and so any other supposed unifications—like grand unification between the electroweak and strong interactions, or theories incorporating gravity—are entirely speculative.

- **QCD cross-over** (~200 MeV). Below this temperature, the quarks become confined into hadrons like the proton and neutron, bound together by the gluons—the gauge bosons of the strong interaction. The so-called QCD axion, which solves the strong CP problem, is designed to interact with these gluons in a very particular way, and so this era will be important in the story of the axion if they are produced in the great abundance needed to explain dark matter.

- **Neutrino decoupling** (1 MeV). Neutrinos interact solely via the weak force and so they are the first particles to decouple from the bath. Since the temperature is very hot and neutrinos very light, neutrinos decouple while they are still relativistic. The massive population of neutrinos that decouple at this moment still linger around for the next 13.8 billion years doing little else but lose energy through redshift. A density on the order of \( \sim 340 \text{ cm}^{-3} \) of these relic neutrinos exists around us today, but because they have undetectably small energies \( \lesssim \text{meV} \), there is only a dim hope that we might be able to use them as messengers of the Universe when its temperature was around an MeV.

- **Electrons become non-relativistic** (0.5 MeV). Here the population of electrons is being exponentially depleted by \( e^+e^- \) annihilation, which the thermal bath is now no longer energetic enough to reverse.

- **Nucleons freeze-out** (0.8 MeV). Nucleons do not decouple until temperatures below the proton-neutron mass difference \( T < m_n - m_p = 1.3 \) MeV, which is when the bath is no longer hot enough to keep Weak-nuclear processes like \( n + \nu_e \rightarrow p + e^- \) in equilibrium. This temperature is smaller than the nucleon mass, \( \sim \text{GeV} \), and hence they are already non-relativistic when they freeze out.

- **Big-Bang Nucleosynthesis** (0.1 MeV): from here, protons and neutrons will be fusing to form the first nuclei. Detailed calculations can precisely predict the abundance of the light primordial nuclei such as helium, deuterium, and lithium [29, 30], and so BBN represents our earliest true observational handle on cosmic history. From here, everything is much more tightly constrained.
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- **Matter-radiation equality** (0.8 eV). This is the point when the Universe stops being dominated by radiation and instead matter takes over as the dominant influencer in the Universe’s evolution. A very important moment for constraining dark matter models, so it is useful to remember the redshift at which this occurs: \( z_{\text{eq}} = 3400 \).

- **Recombination** (0.26 eV). There is a long gap of several hundred thousand years after the first nuclei form. The plasma of non-relativistic nuclei and electrons, as well as photons, cools down until the temperature drops below \( O(10 \text{ eV}) \), the typical ionisation energy of Hydrogen. At this point, the electrons can be captured by the nuclei to form neutral atoms. However, because there were \(10^{10}\) photons for every baryon, the photon bath actually has to cool much more than this before atoms can really stick around as stable entities. The period when the Universe neutralises itself at last is called recombination, and happens at a redshift of \( z_{\text{re}} \approx 1100 \). At some point around this time, each photon will enjoy its final scattering off of the last remaining charged particles before they, too, decouple. Like the neutrinos before them, these photons then simply dilute away in the form of a population of relic photons, which by the present day will have redshifted down to the microwave end of the electromagnetic spectrum.

- **Reionisation** (60 K). A very long period then passes while the Universe remains neutral and dark. The atoms and dark matter clump together into gravitationally bound structures called halos. Eventually though, over a period lasting 600–800 million years, the majority of the baryons in the Universe turn from neutral hydrogen clouds into an ionised plasma. The culprits behind this period of reionisation are believed to be the first generation of massive but very short-lived stars that formed from dense knots of primordial gas. From here, the Universe is lit up and ready for us to observe.

- **Hierarchical structure growth.** The next several billion years of cosmic history are dominated by matter. The dark matter halos that the baryons have fallen into exist across many different scales. Galaxies for example are also grouped together into galaxy clusters and superclusters. Within these environments, several successive generations of massive stars are born and then die in spectacular explosions called supernovae which enrich the Universe with chemical elements. Stars explode, galaxies merge, clusters collide and interact, and the entire Universe becomes an interconnected web of galaxies surrounded by dark-matter halos and separated by vast cosmic voids.

- **Dark-energy domination** (1 billion years ago). The universe keeps on expanding. Eventually, the cosmic voids have expanded so much that matter is diluted to the point where dark energy—which had been lurking in the background all this time with its constant energy density—starts to become the dominant component of \( \rho \). From here, it takes hold of the evolution, and its negative pressure causes the expansion rate to start accelerating. This is where we are now.

2.4 Cosmological observations

Glancing through the timeline above, we see there are several messengers that we could use to learn about the history of the Universe, and indeed this story was written thanks to those messengers.
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Much can be learned from the stars and the galaxies of course, which I will come to soon, but the most direct messenger of the hot primordial state of the early Universe are those particles that were emitted by it directly: the relic photons and neutrinos.

The energy densities of the relic population of photons compared to neutrinos today are very similar, yet notably different,

$$\rho_\nu = \left[ 3 \times \frac{7}{8} \times \left( \frac{4}{11} \right)^{4/3} \right] \rho_\gamma = 0.68 \rho_\gamma,$$

where the factor of 3 comes from the three flavours of neutrino, the $7/8$ because they are fermions, and the $(4/11)^{4/3}$ comes from the fact that the photons feel the injection of entropy from $e^+e^-$ annihilation but the neutrinos do not, as discussed earlier. The number density of photons today is around $411 \text{ cm}^{-3}$ compared to relic neutrinos at around $340 \text{ cm}^{-3}$, and they are slightly hotter at $2.73 \text{ K}$, compared to $1.9 \text{ K}$. The main difference though is that we can actually detect the photons \[31\].\footnote{Directly at least, we have indirectly detected the cosmic neutrino background because of the fact that neutrinos still contribute a decent amount towards the total energy density of the Universe, even at recombination. Indeed, to get a good fit to the CMB we require around 3 flavours of neutrinos to be present in the early Universe (more on this in Sec. \ref{sec:4.3}) \[21\]. In the future, it may also be possible to detect them gravitationally too. Unlike photons, neutrinos are massive, so eventually at least 2 of the mass states will redshift to non-relativistic speeds and start behaving as a form of ‘hot dark matter’, which has a small but potentially detectable impact on the distribution of structure on large scales. Future datasets will hopefully provide the first measurement of the quantity that affects this—the sum of the three neutrino masses $\sum m_\nu$ \[32\].}

This relic population of photons is called the cosmic microwave background (CMB). It was discovered in the 1960s, a short time after its first theoretical prediction, and we have been making ever more precise maps of it across the sky ever since. This background is really little more than some thermal radiation redshifted down to $T = 2.73 \text{ K}$. In fact, it is the most perfect thermal Black Body spectrum ever observed in nature. But what it represents is much more significant—the CMB is a photo of the early Universe, so it unsurprisingly provides a wealth of information we can use to understand its contents at that time.

But while the CMB is almost spectrally featureless, and almost perfectly isotropic, its most important features are nevertheless the deviations from perfection. We quantify these by trying to correlate the change in the photon temperature from one direction ($\hat{n}$) to another ($\hat{n}'$). Since the CMB stretches across the whole of the sky, the resulting correlation functions are then decomposed into spherical harmonics (or equivalently, Legendre polynomials, $P_\ell$):

$$\langle \delta T(\hat{n}) \delta T(\hat{n}') \rangle = \sum_\ell \frac{2\ell + 1}{4\pi} C_{\ell}^{TT} P_\ell (\hat{n} \cdot \hat{n}').$$

The temperature fluctuations are at the level of $\delta T/T \sim 10^{-5}$. When showing CMB data, what is usually plotted are those expansion coefficients, $C_{\ell}^{TT}$, as a function of the multipole moment, where larger $\ell$ values correspond to smaller angular scales on the sky. This “power spectrum” is shown in Fig. 2, with data from the Planck satellite plotted alongside a 6-parameter best-fit model, called $\Lambda$CDM. The model fits better than you could ever ask for, despite the fact that two of its major components, $\Lambda$ and cold dark matter (CDM), are a mystery.
There are some important features in there that have physical significance. The power spectrum has a major peak for fluctuations on angular scales of about a degree, and then a series of peaks at smaller angular scales with decaying amplitudes. These are the ‘acoustic peaks’—evidence of sound waves rippling across the primordial plasma of the Universe. The oscillations exist because of two things: the primordial density fluctuations that set them in motion, and gravitational instability that sustained them.

These oscillations involve the tightly-coupled baryon-photon plasma sloshing in and out, while the dark matter just gravitationally collapses in the background. This state of affairs proceeds until recombination when the plasma turns to gas and the photons are released. Recombination effectively switches off the coupling between the photons and baryons and stops the oscillations. From that point on, baryons decouple from the photons and join dark matter for the gravitational ride—the unstoppable collapse that it had been undergoing since the beginning.

The scales where there are peaks in the CMB power spectrum correspond to the modes of the photon-baryon oscillations which were at maximum compression or rarefaction when recombination put a stop to them. The largest of those scales, the first peak in the CMB, is the mode with the longest period where this is true—the one which only had time to complete half an oscillation by recombination. The angular size of the first peak of the CMB therefore tells us the size of the sound
horizon: the maximum distance that a ripple can travel between the Big Bang and recombination. Because we know the time of recombination as well as the speed of sound in a fluid of relativistic particles (about $c_s \approx c/\sqrt{3}$ for the early Universe), the sound horizon represents a very well-defined ruler. By comparing the size this ruler should have with its apparent size when projected on the sky, we can effectively tell how ‘far away’ the CMB is, and in the process, measure how much the Universe has expanded from recombination until now. This is how the CMB lets us infer a value of $H_0$ for a given cosmological model.\(^4\)

The fact that baryons were tightly coupled to the photons before recombination, whereas the dark matter was not, is what allows us to extract the density of baryons and dark matter separately from the CMB. This information is stored in the heights of the various higher peaks: the ratios of odd to even peaks, as well as their decay towards higher $\ell$. \( \Lambda \)CDM is the simplest model that reproduces all of the peaks. The latest all-sky measurement of the CMB made by the Planck satellite leads to best-fit density ratio parameters for the baryons and dark matter of \(^{19}\):

$$
\Omega_b h^2 = 0.02237 \pm 0.00015, \\
\Omega_{DM} h^2 = 0.1200 \pm 0.0012.
$$

So we see only 16% of all the matter that exists is in a form that the photons were able to see, a striking statement about our Universe that the CMB makes quite unambiguously. If all of the matter was in a form that was coupled to the photons then the amplitude of the acoustic peaks would be huge, so many $\sigma$ in excess of the data that it is absurd to even talk about this as a possibility. In fact, any scenario in which baryons dominate the matter content is also impossible because of how precisely the ratios of the odd to even peaks are measured\(^6\). For what it’s worth, the key indicator of the particular balance of dark matter to baryons in our Universe is the fact that the third peak is very close in height to the second. In baryon-dominated universes, the peaks would decay sequentially.

If the spectacular agreement between \( \Lambda \)CDM and the CMB weren’t enough, yet more evidence in favour of a dark matter-dominated universe comes from considering how this conclusion aligns with other sets of cosmological data. One of those datasets is the matter power spectrum—how we measure the distribution of structure on large scales.

We arrive at the matter power spectrum theoretically by doing perturbation theory in terms of small initial deviations in density away from the average: $\delta = \delta \rho / \bar{\rho}$. At early times, when these perturbations are small and before any structures have properly formed, their equation of motion is linear and each mode in Fourier space evolves independently. We find it convenient to follow the Fourier-transformed $\delta$ as a function of wavenumber $k$, where the power spectrum, $P_m(k)$ is a measure of their correlations:

$$
\langle \delta_m(k) \delta_m(k') \rangle = (2\pi)^3 \delta \left( k - k' \right) P_m(k).
$$

\(^4\)Note that this inferred value depends on the other parameters in the model fit and since it is not a direct measurement of the current expansion rate, whether or not it is correct depends on whether our cosmological model has incorporated everything that influences the expansion history of the Universe. Many of the resolutions to the Hubble tension address it in precisely this way, by inventing something that can change the size of the sound horizon on the sky \([34]\).

\(^5\)This effect is called Silk damping and is caused by the fact that photons can diffuse out of ripples smaller than their mean-free path.

\(^6\)Here is a fun app you can play with to see this for yourself: \texttt{http://chrisnorth.github.io/planckapps/Simulator/}. 
The two things which influence how structure appears in the Universe today are the same two things that influenced the way the CMB looks: the random primordial fluctuations in density inherited from inflation that set the initial sound waves in motion, and then the prescriptive evolution of those fluctuations under gravitational instability. The matter power spectrum is therefore divided into two parts that reflect these two ingredients:

\[ P_m(k, t) = \frac{2\pi^2}{k^3} \mathcal{P}(k) T^2(k, t), \]

where \( \mathcal{P} \) is the power spectrum of primordial fluctuations and \( T \) is the transfer function describing their subsequent evolution. The primordial part of the matter power spectrum is usually written in the form,

\[ \mathcal{P}(k) = A_s \left( \frac{k}{k_*} \right)^{n_s - 1}, \]

where \( A_s = 2.2 \times 10^{-9} \) sets the amplitude and \( k_* = 0.05 \text{ Mpc}^{-1} \) is just a reference wavenumber called the pivot scale. *Planck* finds that the spectrum of primordial fluctuations was almost, but not quite, scale-invariant: \( n_s = 0.9649 \pm 0.0042 \) [35]. We believe these primordial fluctuations originate in the inflaton, and so these numbers are what any good theory of inflation must reproduce.

The transfer function, on the other hand, is independent of anything to do with inflation but does require knowledge about the nature of dark matter, baryons, and any relationship between them, because it encodes the growth and evolution of those initial primordial ripples. The main piece of physics that it must capture is the fact that the baryons remained tightly coupled to the photons right up until \( z = 1100 \), after which they decouple and the baryons are left to fall into the gravitational wells formed by dark matter. Dark matter’s perturbations had been growing all throughout those early times, but they really got going after matter-radiation equality—which marks an important moment in the story of gravitational collapse.

To understand the evolution of a particular Fourier mode of a density perturbation more quantitatively we have to compare its physical size with the size of the horizon at a particular time. Since we have modes existing across all scales, there will be short subhorizon ones \( k > aH \) as well as large superhorizon ones \( k < aH \) which evolve differently. An important moment in the life of any mode is when it ‘enters’ the horizon and becomes subhorizon, and we also need to know whether that moment occurs before or after matter-radiation equality. This is because, during radiation domination, perturbations in the dark matter grow only logarithmically, whereas, in a matter-dominated universe, they grow linearly. The different evolution of modes that entered the horizon before or after matter-radiation equality gives the resulting power spectrum a distinctive peaked shape. The power spectrum ascends \( P \propto k^{n_s} \) for large-scale modes that entered the horizon after equality; it reaches a peak at \( k \sim k_{eq} = a_{eq}\left(t_{eq}\right) \approx 0.01 \text{ Mpc}^{-1} \); and then descends \( P \propto k^{-3} \ln \left( k/k_{eq} \right) k^{n_s - 1} \) for small-scale modes that entered the horizon before equality. Once in the matter-dominated era, the shape of the power spectrum does not change—it merely amplifies itself across all scales \( \propto a^2 \).

All of that is true for dark matter, whose story is one of simple gravitational collapse. Baryons, as we know, are tightly coupled to the photons at early times and so they slosh about, unable to collapse until the photons finally leave them alone at recombination. The extremely late arrival of the
Figure 3: The dimensionless linear matter power spectrum at $z = 0$, as a function of the wavenumber of matter fluctuations, $k$, or equivalently the halo mass within that scale. The power spectrum measurements at large scales come from a recasting of CMB correlations in temperature (TT), E-mode polarisation (EE), and lensing ($\phi\phi$) measured by Planck; clustering of luminous red galaxies from the Sloan Digital Sky Survey (SDSS); cosmic shear in the Dark-Energy Survey (DES); and at the smallest scales, measurements of the 1D line-of-sight clustering of matter from the Lyman-$\alpha$ forest. I also show three examples of axion-related models that would lead to departures from the expected power spectrum under CDM (solid black line going into the dashed line for the extrapolation at high $k$). These are described at the end of Sec. 2.4. This plot was inspired by Refs. [37, 38] and uses data compiled at Ref. [39].

baryons to the gravitational collapse party is why the matter power spectrum only has the slightest hint of these oscillations imprinted onto it—the CMB, on the other hand, since it directly traces the baryons, is nothing but oscillations. Nevertheless, while the imprint of baryon-acoustic-oscillations (BAOs) is small, it is still measurable. This is yet another catastrophe for those seeking to explain our Universe without inventing dark matter [36]. The baryon-only version of our Universe would be one in which those oscillations are painted clearly across the sky in the form of giant well-defined rings of galaxies. As it is, we have to try quite hard to pick out the rings.

I show an example of the matter power spectrum in Fig. 3, where the BAOs are just about visible if you zoom in around $k \sim 0.1 h$/Mpc. Notice that in this plot, rather than showing the dimensionful power spectrum, I am showing the dimensionless quantity,

$$\Delta^2(k) = \frac{k^3}{2\pi^2} P_m(k),$$

(23)
which is helpful because scales where $\Delta^2(k) > 1$ indicate where linear perturbation theory breaks down and perturbations evolve non-linearly. The state-of-the-art in predicting the non-linear matter power spectrum is to use extensive N-body simulations—I am showing here only the linear one. To get a more tangible sense of what each part of the power spectrum corresponds to, we can convert the physical scale of a perturbation $R \sim \pi/k$ to the mass contained within a sphere of that radius,

$$M = \frac{4\pi}{3} R^3 \bar{\rho}_m \sim 10^{10} M_\odot \left(\frac{k}{10 \text{ Mpc}^{-1}}\right)^{-3},$$

where $\bar{\rho}_m = \rho_{\text{tot}} (\Omega_b + \Omega_{\text{DM}})$. This is where the auxiliary halo-mass axis in Fig. 3 comes from. Galaxy clusters exist below $M \lesssim 10^{16} M_\odot$, individual galaxy halos for $M \lesssim 10^{13} M_\odot$, and sub-galactic halos, “sub-halos”, do not kick in until masses smaller than $M \lesssim 10^9 M_\odot$.

As Fig. 3 shows, we have observed the matter power spectrum on a wide range of scales. On the largest scales, we can recast the CMB fluctuations into it [40], whereas various types of astronomical surveys can map it at smaller scales. Examples of the latter include the clustering of galaxies (e.g. [41]), maps of neutral Hydrogen clouds constructed using the so-called Lyman-$\alpha$ forest (e.g. [42]), as well as reconstructed maps of dark matter halos created using the way they subtly gravitationally lens fields of galaxies (e.g. [43]). Connecting up all of these probes results in a matter power spectrum that is marvellously consistent with $\Lambda$CDM and a Universe dominated by dark matter.

The matter power spectrum also reveals why our best cosmological model is specifically $\Lambda$CDM and not simply $\Lambda$DM. Dark matter is cold. In the lingo, this means that whatever dark matter is, it was produced with initial velocities that were significantly smaller than the typical velocities it accelerates to when falling into its halos. Departures from this go under the name “hot dark matter” (HDM) for the extreme case where dark matter starts out with relativistic velocities $T_i \gg m_{\text{DM}}$, or “warm dark matter” (WDM) if it starts with only mildly relativistic velocities $T_i > m_{\text{DM}}$. The various types of dark matter are distinguished because of something called the free-streaming scale, $\lambda_{fs}$. This is the typical distance over which a population of particles will spread out due to their random individual velocities until redshift slows them down to non-relativistic speeds.

The point is that any would-be structures smaller than the free-streaming scale (i.e. $k \gtrsim \pi/\lambda_{fs}$) are washed away because the dark matter is fast enough to escape out of them. Observations of the matter power spectrum show that dark matter forms structures down to all scales that we have been able to probe so far. If dark matter did have a substantial initial velocity then $P_m(k)$ would get suppressed above some value of $k$ depending on how far the particles could free-stream during the initial growth of structure. Since we have decent knowledge of the power spectrum down to $k \sim 10 \text{ Mpc}^{-1}$, this means that dark matter must have already been non-relativistic when modes of that size crossed the horizon, $k \sim aH$. This corresponds to a redshift of $z \sim 10^7$ or equivalently when the temperature of the Universe was around a keV—if dark matter was produced in thermal equilibrium, then it must be heavier than this. In fact, even a small sub-population of HDM present in the Universe is also excluded—halos in this scenario would be larger and puffier, incompatible with the observed granularity in structure down to sub-Mpc-scales [44, 45]. This turns out to be a relevant statement when it comes to some axions models, as I discuss in Sec. 4.3.
WDM, however, posits that the temperature dark matter was produced at may leave the particles mildly relativistic, and so 100% of DM in the form of WDM with masses around a couple of keV is excluded because these particles free-stream a bit too much, but those with slightly heavier masses, around 3–7 keV, would have less time to free-stream until they became non-relativistic and so would generate a suppression to $P(k)$ only on scales just below the resolution of our finest maps of structure. See e.g. Refs. [46–48] for recent bounds on the WDM mass and Ref. [38] for a discussion on the prospects to push this bound further upwards by mapping structure down to even smaller scales. There are some crude similarities between the effects of WDM, and axions with masses in the ultralight regime, $m_a \sim 10^{-22}$ eV, which will be described in Sec. 5.

CDM as a model states that the dark matter has negligible initial velocities and is firmly non-relativistic during structure formation. However, many candidates labelled as CDM are not absolutely cold in the ideal sense. For example, if a weakly-interacting massive particle (WIMP) is thermally produced it will have some finite initial velocity spread even if it decoupled from the Standard Model bath while non-relativistic. For a WIMP with $O(100 \text{ GeV})$ mass, structures would only grow down to the Earth mass $10^{-6} M_\odot$ [49–51]7. Interestingly, axions produced via the misalignment mechanism are even colder than this, as we will see in the next section.

So it is clear that any deviations from CDM, like what would be expected if dark matter is not absolutely non-relativistic—but also if it were not totally collisionless or non-interacting [58]—must therefore emerge only on smaller scales. These scales represent the frontier of our knowledge: if dark matter possesses some kind of physics that will become available to cosmologists in the near future, this is where it will be hiding. I have shown a few axion-related examples in the plot. Just to be concrete (I will cover them in detail later) the examples are: the imprint of a small relic population of thermally-produced hot-dark-matter axions (dotted), the high-$k$ extrapolation of pure CDM expected for misalignment-produced QCD axions (thick dashed), and the suppressed power spectra of warm dark matter and ultralight-aka-fuzzy dark matter (thin dashed). As for their compatibility with our Universe: Pure CDM is frustratingly consistent with all data. The warm and ultralight DM models I’m showing are around the level of what can be tested right now on non-linear scales, whereas the thermal axion mass I’ve assumed here is firmly ruled out.

3. Axions as cold dark matter

Having revealed just how unambiguously our observations of the Universe lead us down the path of cold dark matter, let us now make the leap and assume that what we are seeing are the imprints of a large relic population of some very light and feeblly-coupled scalar particle—the axion.

We already know that everything is consistent with the CDM paradigm in which dark matter is born effectively non-relativistic, allowing it to collapse into sub-galaxy-sized halos, so let us see what this implies about the nature of axion dark matter. Take the dark matter around us in the galaxy for example. The local density is measured to be around $\rho_{\text{DM,local}} = 0.4 \text{ GeV cm}^{-3}$ and the dark matter particles should be moving with speeds similar to the stars they are orbiting alongside, around 300 km/s\(^8\). We can then try and reconcile these numbers with the expected properties of the axion. One of these properties is the mass, whose value we do not know, except that it is constrained

---

\(^7\)See also Refs. [52–57] for more recent work on understanding the small-scale limits of CDM halos.

\(^8\)There will be a bit more on these numbers in Sec. 6.6 when I discuss direct detection.
to be very, very light, e.g. $m_a \lesssim \text{meV}$ for the “QCD axion”—the version of this model that is able to solve the strong CP problem. This is so light, in fact, that the number densities of axion dark matter inside galactic halos must be macroscopically huge.

An interesting comparison to make is between the number density of dark matter particles, and the de Broglie ‘volume’ which is sort of like the space taken up by that particle’s quantum state—multiplying them will give us an order-of-magnitude estimate of how many particles will need to occupy each of those states to make up the density. Taking a typical\(^9\) dark-matter axion mass of $m_a = 100 \mu\text{eV}$ we get,

$$\lambda_{\text{dB}} = \frac{2\pi}{m_a v} = 12.4 \, m \left(\frac{100 \mu\text{eV}}{m_a}\right) \left(\frac{300 \, \text{km/s}}{v}\right),$$

for the de Broglie wavelength, and

$$N \sim \frac{\rho_{\text{DM, local}}}{m_a} \times \frac{1}{\lambda_{\text{dB}}^3} \sim 10^{22} \left(\frac{100 \mu\text{eV}}{m_a}\right)^4 \left(\frac{300 \, \text{km/s}}{v}\right)^3,$$

for the number of particles per de Broglie volume—a rather large number indeed. When we have a vast number (a macroscopically vast number) of particles collectively occupying a single state, what we really have on our hands is something classical. There’s nothing strange about this, it’s perfectly correct to model some photons as classical electromagnetic waves when you have loads of them. So this is how we prefer to treat light bosonic dark matter, rather than talking about discrete particles, and we give it an appropriate name: **wave-like dark matter** [59].\(^10\)

A classical description of the macroscopic behaviour of axions is best obtained by computing the coherent state of its quantum field—any quantum fluctuations in such a highly occupied system will be negligible. This essentially boils down in the end to a classical field that we can assign the required energy $E = m_a + \frac{1}{2}m_\phi v^2$ and momentum $p = m_\phi v$. Something like,

$$\phi(x,t) \approx \sqrt{\frac{2\rho_{\text{DM, local}}}{m_\phi}} \sin\left(m_a t + m_a \frac{1}{2}v^2 t + p \cdot x\right).$$

Once I have introduced the necessary formula (Eq. 35) you can check that the time-averaged energy density for a scalar field with this amplitude will give you back the required $\rho_{\text{DM, local}}$.\(^11\)

This hypothesis turns out to work in explaining the cosmological behaviour of dark matter when we go to very large scales too. However, you would be forgiven for thinking that an oscillating classical field doesn’t sound very matter-y. So our first goal is to understand how an oscillating classical field is consistent with the cosmological behaviour that we assign to matter. To get there, we need a production mechanism—a reason why the oscillations got started in the first place. The most popular one that the vast majority of axion dark matter cosmology is centred around is called the **misalignment mechanism**.

---

\(^9\)Getting a little ahead of ourselves here, the reason why this is typical will be explained in the next section.

\(^10\)Wave-like dark matter applies strictly to bosonic dark matter candidates. For fermions, it is impossible to make this description due to the Pauli exclusion principle, hence why all dark matter candidates with masses below $\sim 0.16 \text{keV}$ must be bosonic [60]. This is the Tremaine-Gunn bound—a more sophisticated version of the argument I have hand-waved here applied to known dark-matter-rich environments like dwarf galaxies [61].
3.1 The misalignment mechanism

The behaviour and abundance of axion dark matter is where we want to get to, but there are a few extra pieces of baggage associated with the axion that it is less instructive to include from the beginning. So, to get across the main essence of the physics of misalignment, I will begin with the mechanism applied to a generic real scalar field described solely by a mass $m$. Much of this will carry over into the axion, up to a few modifications, and in any case, these results can be used for scalar dark matter and axion-like particles.

3.1.1 Scalar misalignment

The gist of the misalignment mechanism is in the name. The field starts its oscillations because it began life at some value that was misaligned from the potential minimum that it would eventually settle to. The reason for this misalignment could be that at some high temperature, a previously preserved symmetry was broken during a phase transition, causing the field’s potential to acquire a minimum at a location unrelated to where it happened to be sitting beforehand, but the details of that are not essential right now. The only important ingredients are that we have a scalar field with potential $V(\phi) = \frac{1}{2} m^2 \phi^2$ sitting at some arbitrary initial value $\phi_i \neq 0$.

We start with the dynamics. The action for this system is the following,

$$S = \int \sqrt{-g} \left[ -\frac{1}{2} \left( \partial_{\mu} \phi \partial^{\mu} \phi \right) - \frac{1}{2} m^2 \phi^2 \right],$$

where the quantity in the square brackets is the Lagrangian $\mathcal{L}$, and $g$ is the determinant of the metric, for which we will use the FRW one from earlier: $g_{\mu\nu} = \text{diag} (-1, a^2, a^2, a^2)$.

Figure 4: Cosmological evolution of a scalar field rolling down a quadratic potential during radiation domination. The left-hand panel shows the field value, $\phi(t)$, relative to its initial value $\phi(0) = \phi_i$. The right-hand panel shows the energy density in the field, defined in Eq.(35). The time $t_{\text{osc}}$ is defined here as when $3H(t_{\text{osc}}) = m_\phi$ is satisfied—it roughly corresponds to the time when the system transitions from an over-damped to a damped harmonic oscillator. This is also the moment when the cosmological scaling of the energy density as a function of scale factor, $a$, transitions from dark-energy-like ($\rho_{\phi} \approx \text{const.}$), to matter-like behaviour. In other words, damped oscillations in a scalar field can be thought of as dark matter.
The equation of motion for the field we find by varying the action
\[ \frac{\partial}{\partial \phi} \frac{\sqrt{-g} L}{\partial \phi} - \partial_{\mu} \frac{\sqrt{-g} L}{\partial (\partial_{\mu} \phi)} = 0, \] (29)
resulting in the Klein-Gordon equation,
\[ \Box \phi - m^2 \phi = 0. \] (30)

For the time being, we are just going to be thinking big-picture: we first want to check that the behaviour of a scalar field can be thought of as dark matter with a large-scale density that scales like \( \bar{\rho} \sim a^{-3} \). So let us assume that we are following only the homogeneous zero-momentum mode of the solution to Eq. (30), and bring in any higher modes/perturbations later if it looks like we need to. The upshot of that is simply that when we write out the d’Alembertian (\( \Box \)) we will ignore the spatial derivative,
\[ \Box = -\partial_t^2 - 3H \partial_t. \] (31)

Plugging this in we get the equation of motion we need to solve,
\[ \ddot{\phi} + 3H(t)\dot{\phi} + m^2 \phi = 0. \] (32)

Since all of this physics will have to happen in advance of matter-radiation equality for any of this to make sense for dark matter, we assume we will be in a radiation-dominated background where \( H = 1/2t \). The equation of motion then has a very familiar form: just a harmonic oscillator with a (decaying) damping term.

Now to solve it, we plug in our initial conditions, for which we will assume\(^{\!*}\) the field starts from some arbitrary value misaligned away from zero \( \phi(0) = \phi_i \neq 0 \) and with no derivative \( (\dot{\phi}(0) = 0) \). The solution is then,
\[ \phi = \phi_i \left( \frac{2}{m \phi_i} \right)^i \Gamma \left( \frac{5}{4} \right) J_{\frac{1}{4}} \left( m \phi_i t \right), \] (33)
where \( J_n(x) \) is Bessel’s function and \( \Gamma(x) \) the gamma function. This solution is shown in the left-hand panel of Fig. 4. Notice there are two regimes for this evolution, which depend on how important the damping term \( (3H(t)\dot{\phi}) \) is compared with the mass term \( m^2 \phi \). When the Hubble parameter is large, the system is overdamped, but once the damping term has decayed away, the field’s mass drives its dynamics and so it starts oscillating.

\footnote{Note that this is just an assumption, one that you can play with if you don’t get the answer you want for some set of model parameters. People have considered, for instance, the situation where the field starts with a very large initial misaligned value \([62]\), as well as the case where it starts with some initial velocity, \( \dot{\phi}(0) > 0 \) \([63]\). I will go into elaborations on the misalignment mechanism in Sec. 3.4.}

We’re interested in the late time behaviour, so it’s instructive now to take the limit where \( mt \) is large. You can find that \( J_{1/4}(x) \approx (\pi x/2)^{-1/2} \cos(x - \pi/3) \) for large \( x \), so the late-time solution
essentially involves an envelope that decays slowly multiplied by quickly oscillating part,

$$\phi(t) \approx \phi_{\text{env}}(t) \cos m \phi t.$$  \hspace{1cm} (34)

Now that we know how the field is behaving at late times, we can go and look at the energy density stored in it. The energy density of our scalar field can be read off from its energy-momentum tensor, which I won’t do here, but the result is,

$$\rho_{\phi} = \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} m^2 \phi^2.$$  \hspace{1cm} (35)

Working this out during radiation domination ($a \propto t^{1/2}$) and putting everything in terms of $a$, we see that,

$$\rho_{\phi} \propto a^{-3},$$  \hspace{1cm} (36)

on timescales much longer than the timescale of the oscillations. This dilution with the volume of space is exactly how the energy density of matter scales.

The full behaviour can be seen in the right-hand panel of Fig. 4. Note that this scaling like matter takes hold only once the field starts oscillating. Evaluating the energy density at early times when the field is still slowly rolling down its potential, you will find that $\rho_{\phi} = \text{const}$, which is the behaviour we attribute to dark energy. Indeed, a slowly rolling scalar field is a decent candidate for dark energy, as well as the driver of inflation which seems to require the same sort of behaviour.

So we have shown that the average density of an oscillating scalar field scales like dark matter—that was our first task. Now let us try to make sure we get the right amount of dark matter.

As mentioned in the previous section, we have measured the large-scale average dark matter density in our Universe to percent-level precision, and in a simple world, one candidate would explain all of it. So let us try to engineer our free parameters to align such that the following equation is true:

$$\Omega_{\phi} h^2 \equiv \frac{\rho_{\phi}(\text{today})}{3H_0^2 M_{\text{Pl}}^2} h^2 = 0.12.$$  \hspace{1cm} (37)

Since our setup only has two unknowns, $m_{\phi}$ and $\phi_i$, enforcing the expression above will tell us how those parameters have to be related to each other if our scalar field is to add up to all of the dark matter.

So now what we need is the energy density in the field today, $\rho_{\phi}(\text{today})$, which we can find by rolling the clock forwards from the density in the scalar field at the point when it started scaling like matter. We already defined this time to be $t_{\text{osc}}$, so the density today will just be the density at that time, diluted by how much space has expanded from then until now:

$$\rho_{\phi}(\text{today}) \approx \rho_{\phi}(t_{\text{osc}}) \left( \frac{a_{\text{today}}}{a_{\text{osc}}} \right)^{-3}.$$  \hspace{1cm} (38)

where $a_{\text{osc}} = a(t_{\text{osc}})$ is the scale factor when the field started behaving like matter. As a simplifying approximation, let us also assume the field value at this time was $\phi(t_{\text{osc}}) \approx \phi_i$, which shouldn’t be too far off since $\phi$ doesn’t evolve much in the overdamped period. Because $\dot{\phi}(t_{\text{osc}}) \approx 0$, this means that we can write $\rho_{\phi}(t_{\text{osc}}) = \frac{1}{2} m^2 \phi_i^2$. 


Now we can bring back Eq.(16) and write this in terms of the temperatures of the Universe now \((T_0 = 2.35 \times 10^{-4} \text{ eV})\) and at \(t_{\text{osc}}\):

\[\rho_\phi (\text{today}) = \rho_\phi (T_0) = \rho (T_{\text{osc}}) \frac{g_{\ast s}(T_0)}{g_{\ast s}(T_{\text{osc}})} \left( \frac{T_0}{T_{\text{osc}}} \right)^3.\]

(39)

The reason for doing this is so that we can find the temperature at \(t_{\text{osc}}\) using the Friedmann equation,

\[3H(T_{\text{osc}})^2 M_{\text{Pl}}^2 = \frac{\pi^2}{30} g_{\ast s}(T_{\text{osc}})T_{\text{osc}}^4,\]

(40)

where we already know the Hubble parameter when the field began oscillating because that was how we defined it in the first place: \(3H(T_{\text{osc}}) = m_\phi\). Plugging these expressions back into Eq.(37), and using the fact that \(3H_0 M_{\text{Pl}}^2 = 8.07 \times 10^{-11} \text{ } h^2 \text{ eV}^4\), we have numerical values for everything other than \(m_\phi\) and \(\phi_i\), leaving us with,

\[\Omega_\phi h^2 = 0.12 \left( \frac{\phi_i}{4.7 \times 10^{16} \text{ GeV}} \right)^2 \left( \frac{m_\phi}{10^{-21} \text{ eV}} \right)^{1/2}.\]

(41)

To get this I have assumed \(g_* = 3.4\) and \(g_{\ast s}(T_0) \approx g_{\ast s}(T_{\text{osc}})\), which will only hold if the number of degrees of freedom are not changing much between \(t_{\text{osc}}\) and now. The ramification of this choice is that it only applies when \(t_{\text{osc}}\) is relatively late, or equivalently when the scalar mass is small. To see this, inspect Eq.(40) and enforce the condition \(3H(T_{\text{osc}}) = m_\phi\). This reveals the relationship \(T_{\text{osc}} \propto m_\phi^{1/2}\), i.e. the heavier the scalar’s mass, the higher the temperature when it starts oscillating and hence the earlier it starts oscillating. At the same, if we try to make the scalar mass too light we will run into problems. We need our field to be behaving like dark matter by matter-radiation equality at the latest. Enforcing \(T_{\text{osc}} > T_{\text{eq}}\) implies there will be a bound on the scalar mass \(m_\phi > T_{\text{eq}}^2 / M_{\text{Pl}} \sqrt{\frac{\pi^2 g_{\ast s}}{10}} \sim 10^{-28} \text{ eV}\). However, this turns out to be far from the most competitive lower limit it is possible to draw on the mass of dark matter, as I will discuss in Sec. 5.

### 3.1.2 Axion misalignment

The previous section went through the misalignment mechanism for a generic scalar field. We will now modify the setup so that we can describe axion dark matter. To avoid bringing along any unnecessary theoretical baggage, let’s start with a very minimal definition of the QCD axion that will get us where we need to go: the axion is a pseudo-Nambu Goldstone boson that emerges when some \(U(1)\) symmetry is spontaneously broken at a high energy scale labelled \(f_a\), and then explicitly broken at a temperature \(T_{\text{QCD}}\).

What does this entail? Firstly the Goldstone mode of a field with this broken \(U(1)\) symmetry can be expressed as the angular component of a complex scalar, \(\Phi\), governed by the potential,

\[V_{PQ}(|\Phi|) = \frac{A}{8} (|\Phi|^2 - f_a^2)^2,\]

(42)

This equation describes the potential at temperatures below \(f_a\) but above \(T_{\text{QCD}}\). PQ stands for Peccei-Quinn, who came up with this mechanism \([64, 65]\) and the \(U(1)\) symmetry I will often call
Figure 5: A cartoon (i.e. not to scale) illustration of the evolution of the PQ complex scalar’s tilted-wine-bottle potential, Eq. (43). The axion appears as a massless degree of freedom when the PQ symmetry is spontaneously broken at $T \lesssim f_a$. It then acquires a mass when the PQ symmetry is explicitly broken at $T \lesssim T_{\text{QCD}}$. The initial angle, $\theta_i$, that is chosen at $T \sim f_a$ is therefore expected to be misaligned from $\theta = 0$ where the axion field eventually resides today.

The PQ symmetry. We will write out the complex scalar in terms of a radial mode and a phase: $\Phi = |\Phi| e^{i\theta}$, where the phase $\theta$ we interpret as the axion. The ‘pseudo’ part of pseudo-Nambu-Goldstone bosons suggests that the shift symmetry enjoyed by the axion under the potential above is broken somehow. For the QCD axion, this breaking occurs explicitly at the Lagrangian level, and is by design. We do this by coupling the axion to the gluons in such a way that the potential for the full field becomes,

$$V(\Phi) = V_{\text{PQ}}(|\Phi|) + V_{\text{QCD}}(\theta) = \frac{\Lambda}{8} \left( |\Phi|^2 - f_a^2 \right)^2 + \chi(T)(1 - \cos \theta),$$

around and below the QCD scale, $T \sim O(100 \text{ MeV})$. The temperature-dependent function $\chi(T)$ comes from QCD and is called the topological susceptibility. This function is zero at very high temperatures, grows as the temperature of the Universe cools, and plateaus below the confinement scale $T < T_{\text{QCD}}$. A cartoon of how the full PQ potential evolves through these different stages is shown in Fig. 5.

The topological susceptibility encapsulates the quantum-mechanical effects that give rise to the puzzle for which the axion is a solution. As the formula above suggests, this function governs the axion’s dynamics, so we should understand where it comes from. As you will learn about in reviews on axion theory (e.g. [16]), the axion was invented to solve the ‘strong-CP problem’—an apparent fine-tuning of a fundamental parameter of the Standard Model to the value that happens to preserve charge-parity (CP) symmetry in the strong interaction. This parameter shows up as the coefficient of a term in the QCD Lagrangian involving the gluons, and even though the energy-minimising value of that coefficient is zero [66], because it is merely a parameter, it has no dynamics. By creating a new field that couples to the gluons in the same way, the combined CP-violating coefficient is a field+constant which is dynamical. So the reason CP is preserved is then simply a result of the field settling to that same energy-minimising value [64, 65, 67, 68].

The upshot of all of that is that the potential for this new field, the axion, is generated by the same physical processes that gave rise to the original CP problem. To give it a name, these physical
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Processes are a phenomenon known as instantons, which, in a nutshell, are tunnelling solutions that connect the landscape of topologically inequivalent vacua of QCD. These instantons govern the potential that the axion feels, but their effects are temperature dependent and so this is what the function $\chi(T)$ captures.

Notice that if we expand out $V(\theta)$ to second order in the field, $\chi(T)$ essentially plays the role of a mass squared. Except the axion, as we’ve written it, is just an angle—the canonically normalised field that we are coupling to QCD is $\phi = \theta f_a$. So if we want to express the topological susceptibility in terms of a ‘temperature-dependent axion mass’, as in $V(\phi) = \frac{1}{2} m_a^2 \phi^2$, then we should express it as $\chi(T) = m_a^2(T) f_a^2$, which is what we will do.

We can now go through the same exercise as before, and find the equation of motion for the field $\phi$ and rewrite it in terms of $\theta$ to remove the $f_a$’s:

$$\ddot{\theta} + 3H\dot{\theta} + m_a(T)^2 \sin(\theta) = 0.$$  

(44)

This is very similar to the scalar case from before, Eq.(32); however, there are some important differences. One of these differences is that in the last term, we have a $\sin(\theta)$ instead of just a $\theta$. If our initial condition is $\theta_i \ll 1$ then this distinction won’t matter much and we will approximately have the same dynamics as for the generic scalar case, but for initial values approaching $\theta_i = \pi$, we will have to correct for the fact our oscillator is not exactly harmonic but is sitting in a cosine-like potential.\(^{12}\) I’ll mention this again a little later on, it is a relatively simple correction.

The more major change from the scalar case is that we now have a temperature-dependent mass. This makes finding the solution for $\theta(t)$ a bit more complicated. Firstly, let us at least make

\(^{12}\)I’m also brushing over another detail here which is that the axion potential written down in Eq.(43) is also an approximation. The low-temperature potential (i.e. below the confinement scale) can be obtained from chiral perturbation theory and is actually more like $V(\theta) \propto \sqrt{1 - A \sin^2(\theta/2)}$ where $A$ is a constant involving the up and down quark masses. See Eq.(54) of Ref. [10] for the full expression and a derivation. This shape is what I am plotting for the $T < T_{\text{QCD}}$ line in Fig. 6. The difference can be spotted if you pay close attention to the peaks at $|\theta| \sim n\pi$—they are a little sharper than a cosine. It turns out that the simple one-instanton potential $V \propto -\cos \theta$ is more accurate at $T \gtrsim \text{GeV}$ anyway, which is the typical temperatures we are working at right now in this calculation, hence the use of this approximation.
a start by writing down a functional form for how $m_a(T)$ could behave:

$$m_a(T)^2 = \begin{cases} 
m_a^2 \left( \frac{T}{T_{\text{QCD}}} \right)^{-n} & \text{for } T > T_{\text{QCD}}, \\
m_a^2 & \text{for } T < T_{\text{QCD}}.
\end{cases} \quad (45)$$

The full temperature-dependence of the axion mass has been computed using analytic techniques with differing regimes of validity, such as the dilute instanton gas approximation [69] and the interacting instanton-liquid model [70]. It has also received a full numerical treatment using lattice QCD [71]. For the calculation I will present now, I am just going to use the simple power-law approximation written above with $T_{\text{QCD}} \approx 150 \text{ MeV}$ and $n \approx 8$, which is a reasonably good fit to the results of Ref. [71]. Nevertheless, the parameters appearing here ultimately reflect an underlying theoretical uncertainty, so we will keep them around in our expressions to see where they end up.

We have all the ingredients now to go and compute the full solution to $\theta(t)$ over some cosmological background. You could do this numerically if you wanted, but there is a faster way to get an answer for the average density in axions as a function of temperature, $\rho_a(T)$, which is the only thing we need. The reason this was easy to get previously was that we assumed the comoving energy density for a constant-mass scalar was conserved, i.e. $\rho_a a^3 = \text{const.}$ This was fine in that case, but strictly it is not the energy density that is comovingly conserved: the number density of particles is our adiabatic invariant. This means we should start by writing down,

$$n_a(T_0) = n_a(T_{\text{osc}}) \left( \frac{a_{\text{today}}}{a_{\text{osc}}} \right)^{-3}, \quad (46)$$

The number density around the time the oscillations began can be approximated in the same way as before: by assuming the field starts at an initial value $f_a \theta_i$ that hasn’t changed much by $t_{\text{osc}}$, and that $\dot{\theta}_i = 0$. This means we can write down,

$$n_a(T_{\text{osc}}) = \frac{\rho_a(T_{\text{osc}})}{m_a(T_{\text{osc}})} \approx \frac{1}{2} m_a(T_{\text{osc}}) f_a^2 \theta_i^2. \quad (47)$$

Combining this with Eq.(46) and using the conservation of entropy density as before, we get,

$$\rho_a(T_0) = \frac{1}{2} \theta_i^2 f_a^2 m_a(T_{\text{osc}}) \left( \frac{a_{\text{today}}}{a_{\text{osc}}} \right)^{-3} = \frac{1}{2} \theta_i^2 f_a^2 m_a(T_{\text{osc}}) \frac{g_{*,s}(T_0) T_0^3}{g_{*,s}(T_{\text{osc}}) T_{\text{osc}}^3}. \quad (48)$$

To evaluate this we will need to know $T_{\text{osc}}$. Let us again assume this is the temperature when the condition $3H(T_{\text{osc}}) = m_a(T_{\text{osc}})$ is true. I must emphasise that the ‘3’ there is chosen as a decent approximation to the full result [70]—in general, we should be solving $\theta(t)$ numerically if we want a precise answer.
Rearranging the condition that defines $T_{\text{osc}}$, we find,

$$T_{\text{osc}} = \left( \frac{10}{\pi^2 g_*(T_{\text{osc}})} m_a M_{\text{Pl}} \right)^{\frac{1}{n+4}} T_{\text{QCD}}^{\frac{n}{n+4}}$$

which again requires a solution involving the temperature dependence of $g_*(T)$. Nonetheless, we can check the numbers to see that $T_{\text{osc}} \approx 1 \text{ GeV}$ for $m_a = 10 \mu\text{eV}$, $n = 8$ and $T_{\text{QCD}} = 150 \text{ MeV}$.

So the oscillations will start sometime between the electroweak (EW) and QCD eras, where the effective number of relativistic degrees of freedom is roughly,

$$g_*(T_{\text{EW}} > T > T_{\text{QCD}}) \approx g_{*,s}(T_{\text{EW}} > T > T_{\text{QCD}}) \approx 18 + \frac{7}{8} \times 50 = 61.75.$$  

(50)

We are also going to need the entropic degrees of freedom today, which is just $g_{*,s}(T_0) = 3.91$.

The number we wish to calculate is then simply the present-day axion energy density $\rho_a(T_0)$ as a fraction of the total cosmic energy density: $\rho_{\text{tot}} = 3H_0^2 M_{\text{Pl}}^2 = 8.07 \times 10^{-11} h^2 \text{ eV}^4$,

$$\Omega_a h^2 = \frac{\theta_i^2 f_a^2 m_a m_a(T_{\text{osc}})}{6H_0^2 M_{\text{Pl}}^2} \left( \frac{g_*(T_0) T_0^3}{g_{*,s}(T_{\text{osc}}) T_{\text{osc}}^3} \right).$$

(51)

Before we put this into numbers, we should pause to notice that the expression Eq.(51) looks a little more complicated than our previous case where we had only two unknowns $\phi_i$ and $m_\phi$. It seems like we now have three unknowns $m_a$, $f_a$ and $\theta_i$. However, the magic of axion dark matter is that everything (up to details) boils down to a single number.

First of all, $\theta_i$ is just an angle, so it can only span the circle as opposed to $\phi_i$ which was in principle unbounded. Secondly, and most importantly, is the fact that the axion’s low-temperature mass has a simple and fixed relationship to the PQ symmetry-breaking scale $f_a$. Roughly speaking, the axion’s parameters are connected to the pion’s mass and decay constant through $m_a f_a = m_a f_a$, but more precise calculations leveraging chiral perturbation theory at next-to-leading order as well as lattice QCD now pin down this relationship to be the following [72]:

$$m_a = (5.70 \pm 0.007) \mu\text{eV} \left( \frac{10^{12} \text{ GeV}}{f_a} \right).$$

(52)

So given the fact that we can remove $f_a$ from the equation and guess what value $\theta_i$ could take, Eq.(51) is solved. In other words, we can predict the mass that the axion has to be for $\Omega_a h^2 = 0.12$ to be true.

Let us now do that. We start by seeing how $\Omega_a$ depends on the parameters. Rewriting everything in terms of $m_a$ and $\theta_i$ we see that,

$$\Omega_a h^2 \propto \theta_i^2 m_a^{-\frac{n+6}{n+4}}$$

(53)

But of course what we want is a number; so choosing now $n = 8$, we can find that $\Omega_a h^2 = 0.12$ is
satisfied when,

\[ \Omega_a h^2 \approx 0.12 \theta_i^2 \left( \frac{4.7 \, \text{μeV}}{m_a} \right)^2 \approx 0.12 \left( \frac{\theta_i}{2.155} \right)^2 \left( \frac{9.0 \, \text{μeV}}{m_a} \right)^2, \]  

(54)

A more careful numerical calculation that includes an accurate temperature dependence for the axion mass and correctly tracks the temperature dependence of \( g_{s,s} \) etc. yields a slightly higher value \[71\]

\[ \Omega_a h^2 = 0.12 \left( \frac{\theta_i}{2.155} \right)^2 \left( \frac{28 \, \text{μeV}}{m_a} \right)^{1.16}. \]  

(55)

where the choice \( \theta_i = 2.155 \) is explained below.

The scaling with \( m_a \) here, \( \Omega_a \propto m_a^{-7/6} a \) seems at first glance a little counter-intuitive—why do we get a smaller dark matter density when the axion mass is heavier? The thing to remember is that it is the number density that gets set at \( T_{\text{osc}} \), and this just gets diluted by the expansion until today. So if \( T_{\text{osc}} \) occurs later on, then the axions get diluted less and we are left with a higher density of them today. Because \( T_{\text{osc}} \) is defined when the Hubble scale drops below the mass, lighter axions start oscillating later and so they are the ones that get diluted the least.

So the conclusion is that it looks very much like a mass of \( O(10 \, \text{μeV}) \) is natural for the QCD axion to explain dark matter. By no coincidence at all, this prediction lands within reach of existing haloscope experiments and represents the “classic” QCD axion window.

So what about the initial angle? Although this is indeed just an angle, if we want a better estimate for \( m_a \) we need to decide what we should pick for it. In principle, an angle squared could be anything between 0 and \( \pi^2 \), and if we were to draw it truly at random, on average it would have a value,

\[ \langle \theta_i^2 \rangle = \frac{1}{2\pi} \int_{-\pi}^{+\pi} \theta^2 d\theta = \left( \frac{\pi}{\sqrt{3}} \right)^2 = (1.81)^2. \]  

(56)

However, the axion abundance is not exactly quadratically dependent on \( \theta_i \) because the axion’s potential is not exactly quadratic, but is a cosine. Accounting for these anharmonic corrections, a value of \( \langle \theta_i^2 \rangle = (2.155)^2 \) turns out to be more representative \[72\]. The reason this corrected value is higher than 1.81² is because the gradient of a cosine potential is shallower compared to a harmonic potential at large \( \theta \)—therefore the onset of oscillations is delayed when the field starts up there, and so we get more axions out in those cases than we would in the harmonic approximation.

But should we be assuming that the axion density is just set by some stochastic average over all possible misalignment angles? It may seem like this is the natural thing to assume—the axion was born as a massless Goldstone boson and so it is reasonable to think it would have taken on a random value at every causally unconnected patch of the Universe. However, there is a very important era in cosmology that may change this picture completely: inflation.

What I’ve mentioned so far is the correct line of thinking if the PQ symmetry is broken after inflation has already ended. However, we do not know the PQ scale and we only have a bound on the scale of inflation, so it is quite possible that the PQ symmetry is broken before or during inflation, and not restored afterwards. In that scenario, we shouldn’t be talking about a stochastic ensemble of \( \theta_i \) because the thing that inflation does above all is homogenise the Universe. If the axion was born before inflation ended, then the field across, and even far beyond, the observable
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**Figure 7:** Diagram depicting the different implications of the pre and post-inflationary PQ breaking scenarios. In the post-inflationary scenario (left), there is no need to choose $\theta_i$ because a random ensemble of values fills the horizon. However we do run into a complication in that there are gradients in the field which can have a serious impact on the calculated dark matter abundance. On the other hand, the pre-inflationary scenario (right) has no field gradients because a single initial field value fills the horizon, but as a consequence, we then lack a way to predict what mass the axion should have because of the undetermined nature of $\theta_i$.

Universe should take on a single initial value. In this case, thinking about variations in $\theta_i$ from one causally-disconnected patch to another is wrong because inflation has inflated those regions to scales way beyond our horizon today.

So we now have a fork in the road: the QCD axion could have been produced in a pre-inflationary scenario, or a post-inflationary one.\(^{13}\) A visual depiction of these two scenarios is

---

\(^{13}\)I remark in passing here that people have recently thought more about the intermediate scenario where the PQ breaking occurs during inflation but is restored partially by inflationary fluctuations. The topological defects (that will be described in Sec. 3.3) in this case are not fully inflated away and instead some re-enter the horizon later on [73–75].
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3.2 Pre-inflationary scenario

I will now discuss the issues arising in each scenario separately, beginning with the pre-inflation case. The issues to cover here are two-fold: the choice of the initial misalignment angle and how this informs our predictions for $m_a$, and what are the consequences of the axion field existing during inflation. It is worth pointing out that the issues associated with the pre-inflationary scenario will also apply to the case where there never was a PQ symmetry to begin with. This is the case for string-theory-inspired scenarios where the axion does not have to be a pseudo-Nambu Goldstone boson but instead could emerge from a 4d compactification of a higher-dimensional gauge field. In this review I am remaining agnostic about the high-scale origins of the axion, whatever they may be, so I will not get much further into this issue. I refer you to these excellent notes by Reece [76] for more discussion.

3.2.1 Initial misalignment angle

The axion abundance in the pre-inflationary scenario [77] is described simply in terms of a single, but undetermined, initial angle. Choosing “typical” values—i.e. order-1 numbers—leads to an axion mass in the range $\sim 1$–100 $\mu$eV. From inspecting Eq.(55) and insisting that $\theta_i \sim 1$, we can see that smaller values of axion mass than this then drastically overproduce the amount of dark matter, while larger values will result in underproduction\(^4\). See Fig. 8 for a

\(^4\)Keep in mind that we want to avoid the former scenario much more than the latter because we can always find another dark matter candidate to supplement whatever is missing to make up $\Omega_{DM} h^2 = 0.12$.

Figure 8: Constraints on the QCD axion mass in the pre-inflationary scenario. The axis through the middle of the diagram shows the value of misalignment angle $\theta_i$ required for a QCD axion of that mass to produce the correct abundance of dark matter, $\Omega_a h^2 = 0.12$, as well as the maximum allowed value for the Hubble scale of inflation, $H_I$, for axion dark matter to not produce isocurvature in excess of the Planck bound. Models with small axion masses require fine-tuned values of $\theta_i$ to not overproduce the dark matter, whereas models with large masses cannot produce enough dark matter. The range 1–100 $\mu$eV can be considered in some sense the “natural” QCD axion window for this reason.

shown in Fig. 7. The pre-inflation scenario is in some sense simple, but it is also the less predictive of the two: the $\theta_i$ that our bit of the Universe got stuck with could really have been anything. The post-inflationary scenario, on the other hand, seems a bit more restricted: since all $\theta_i$ values will eventually enter our horizon we should just take the average. However, as we will see, the post-inflation scenario does have further complications: the production of topological defects.
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graphical depiction. A consideration of these statements in a Bayesian framework, folding in existing constraints on the axion’s couplings, can be found in Ref. [78]. A 95% credible interval is given as $0.12 \mu eV < m_a < 0.15 \mu eV$ assuming a uniform prior on $\theta_i^2$.

Then again, there is nothing to say that $\theta_i^2$ had to be order-1. If you really wanted, you could imagine that our Universe, just by luck of the draw, happened to be given an exceedingly small value $\theta_i \ll 1$, meaning that even an axion with a very small mass would not overproduce dark matter. The problem with this argument is that it feels like a bit of a fine-tuning issue. Still, some might argue that it is less uncomfortable than other instances of fine-tuning in physics because you and I are a consequence of a Universe containing structurally and chemically rich galaxies that emerge inside the deep gravitational wells of a Universe dominated by dark matter. Axion masses down to below an neV that require such tuning have been dubbed “anthropic axions” for this reason [79–81]. This would be a way for axions to be produced around the scale of Grand Unification, $f_a \sim 10^{15}$ GeV, which is a feature of some models that people have cooked up, see e.g. Refs. [82–84].

It has also been shown that in low-scale inflation models the axion field can become distributed around small values of $\theta_i$, which avoids the need for tuning to obtain the correct dark matter abundance [86, 87]. Small masses for the QCD axion should therefore not be discounted as a possibility.

You could in principle tune the other way too [70]: drive $\theta$ up to the limit of $\pi$, which could allow for large values of the axion mass, perhaps up to an meV at most. In Fig. 8 I have included a scale showing the value of $\theta_i$ required for the corresponding axion mass to make up 100% of the dark matter—the upper end of this line incorporates the necessary correction function to account for the anharmonic dependence of the abundance on initial angles close to $\pi$ [88].

However, if we are now saying that the axion is rolling down from a point very close to the peak of its potential $\theta \rightarrow \pi$, then we need to be sure we are assuming the correct shape of this potential beyond the harmonic approximation to get the correct abundance [89–92]. There are further consequences of doing this as well. One is that there is the threat of producing too much isocurvature [93], as I will discuss in the next section. The other can be appreciated by expanding the axion’s cosine potential beyond the mass term, where we discover that the axion has $(\phi / f_a)^4$ attractive self-interactions. These could have important effects if we decide to tune the field value to be as large as possible. The interplay between these interactions and gravity can become important later in this story, see e.g. Ref. [62] and the discussion of more elaborate misalignment scenarios in Sec. 3.4.

3.2.2 Iso-curvature and the scale of inflation

Although it seems like that is all there is to say about the pre-inflationary scenario, there is an outstanding wrinkle in this story that we have to address. This relates to a potentially fatal type of fluctuation created by the axion field if it exists during inflation which goes by the name of “isocurvature” [94–96].

There are two types of fluctuations that can exist in the fluid of matter and radiation at very early times: curvature and isocurvature. Curvature perturbations are adiabatic—fluctuations in the density of the medium that leave the ratios of the different components (matter and radiation) fixed

Interestingly, a subset of axions and axion-like particles with photon couplings higher than the canonical values for the QCD axion are actually incompatible with many generic grand unified theories, as shown using an anomaly matching argument in Ref. [85].
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Figure 9: The CMB temperature correlation power spectrum as in Fig. 2, but now compared against the shape of the power spectrum produced by primordial CDM isocurvature modes. *Planck* data is consistent with all of the primordial power being from adiabatic modes which are able to explain the large amplitude for the first acoustic peak (and indeed everything else). Any CDM isocurvature, for example from an axion field that existed during inflation, must therefore be constrained to a subdominant contribution: $A_{\text{iso}}/A_s < 0.038$.

with the relationship $\delta_m = \frac{3}{4}\delta_r$. The curvature perturbations are predominant in our Universe and we attribute these to the quantum fluctuations in the inflaton field that were fed into matter and radiation during the period of reheating after inflation ended. Isocurvature fluctuations, on the other hand, have no associated variation in density, but rather are fluctuations in the ratios of the components that cancel out to keep the curvature the same, i.e. $\delta_m = -\delta_r$. The key point is that the CMB is consistent with all of the primordial perturbations being adiabatic. This is primarily because of the very steep rise up to the first acoustic peak which is a unique feature of the adiabatic mode—compare the two curves in Fig. 9. Any isocurvature, if present, must be a very small contribution to what we ultimately see in the CMB.

Why is this important for axion dark matter? It is important because if the axion field already exists during inflation, then its quantum fluctuations will be inflated too [94, 95, 97–99]. These are perturbations in the number density of axions, but once the axion acquires its mass they turn into perturbations in the matter density and are of the isocurvature type. Axion isocurvature perturbations are totally uncorrelated with the curvature perturbations in the matter inherited from the inflaton field, which the CMB tells us are the majority. So we must make sure our pre-inflation axion model doesn’t create too much isocurvature, and this is how we get another important bound.

In analogy with Eq. (22) for the primordial curvature perturbations, we can also write down a
power spectrum for isocurvature perturbations with its own amplitude and spectral index,

\[ P_{\text{iso}}(k) = A_{\text{iso}} \left( \frac{k}{k_*} \right)^{n_{\text{iso}} - 1}. \]  

(57)

The amplitude of the primordial curvature perturbations was measured by Planck to be \( A_s \equiv P(k_*) = 2.1 \times 10^{-9} \), whereas the amplitude of isocurvature perturbations measured relative to the same pivot scale \( k_* = 0.05 \) Mpc\(^{-1} \), is constrained to be \( A_{\text{iso}} \lesssim 0.038 A_s \) [35].

During inflation, we model the Universe as a de Sitter spacetime experiencing exponential expansion, where the value of the Hubble parameter is constant at \( H_I \). All massless fields undergo quantum fluctuations in de Sitter space of size \( \delta \phi = \frac{H_I}{2\pi} \). In the case of the axion, where \( \phi = \theta f_a \), these can be interpreted as fluctuations in the initial misalignment angle:

\[ \delta \theta = \frac{H_I}{2\pi f_a}. \]  

(58)

Because the axion eventually turns into matter with energy density \( \rho_a = \frac{1}{2} m_a^2 f_a^2 \theta_i^2 \) these fluctuations in the initial angle turn into matter perturbations of size \( \delta \rho_a = m_a^2 f_a^2 \theta_i \delta \theta \) and these will be uncorrelated with the adiabatic ones. The primordial amplitude \( A_{\text{iso}} \) of isocurvature can be related to the square of the size of the perturbations in the axion density it ends up producing,

\[ A_{\text{iso}} = \left( \frac{\delta \rho_a}{\rho_a} \right)^2 = \left( \frac{H_I}{\pi f_a \theta_i} \right)^2 \lesssim 8.36 \times 10^{-11}, \]  

(59)

where the final inequality expresses the Planck bound on \( A_{\text{iso}}/A_s \). So we now have a new bound, one that connects \( H_I \) to \( f_a \) and \( \theta_i \) [81, 93].Essentially what this bound is saying is that if an axion born at a scale \( f_a \) existed during inflation, then the scale of inflation has to be lower than,

\[ H_I \lesssim 2.8 \times 10^7 \) GeV \( \theta_i \left( \frac{f_a}{10^{12} \text{GeV}} \right). \]  

(60)

for it to not have produced isocurvature in excess of the Planck bound.

This is interesting in its own right, but we can go further. Recall that we also have a relationship between \( \theta_i \) and \( f_a \) if we insist that axions make up all of the dark matter—this is expressed in Eq.(55). We can bring this in to derive a consistency condition between pre-inflationary axion dark matter and the scale of inflation:

\[ H_I \lesssim 8.8 \times 10^8 \) GeV \( \left( \frac{1 \text{ neV}}{m_a} \right) \frac{m_a^2}{10^{16} \text{GeV}}. \]  

(61)

where the value is again given for \( n = 8 \). This bound on the maximum that \( H_I \) can be for a given axion mass is displayed in Fig. 8.

This consistency condition will really come into play if future CMB probes measure the scale of inflation. What this would require is a measurement of the so-called tensor-to-scalar ratio which is best extracted from so-called B-mode polarisation (attributed in this case to inflationary gravitational waves, but there are other more mundane sources of B-mode polarisation in the CMB). Let’s say it was found that \( H_I = 10^{11} \) GeV, then this would rule out the entire QCD axion parameter
space for the pre-inflationary scenario. So far, this has not happened\(^\text{16}\), we only have a bound on \(H_I \lesssim 10^{13}\) GeV \(^{[35]}\), so not yet very helpful in narrowing down the parameter space.

### 3.3 Post-inflationary scenario

In the post-inflationary scenario, we do not have the unsatisfying situation of not knowing the initial misalignment angle. As Fig. 7 showed, our horizon expands to encompass many patches that were once causally disconnected, all of which contribute to the eventual dark matter abundance in our Universe today. In this case, it really is the correct thing to do to simply take an average when calculating \(\Omega_a h^2\).

Accounting for the slightly anharmonic dependence of the dark matter abundance on \(\theta_i\), the “effective” average misalignment angle ends up being \(\theta_i \sim 2.155\) \(^{[72]}\), meaning the equivalent plot to Fig. 8 for the post-inflation case does not span a window in \(m_a\), but would rather be constrained to a single allowed value: \(m_a = 28\) \(\mu\)eV \(^{[105]}\) (up to some minor theoretical uncertainties stemming from the topological susceptibility etc.). This is a very nice conclusion to give to an experimentalist because they could then go and test our grand claim by building some device that resonates at the exact frequency \(\omega = m_a\), in which case the axion could be discovered tomorrow...

If only it were that simple. Unfortunately, this answer is not as solid as it may seem. The reason is that the simple calculation of \(\Omega_a h^2\) presented in Sec. 3.1.2 does not exactly apply to the post-inflationary scenario because we were only calculating the evolution of homogeneous zero-momentum mode of the classical field. In doing so, we ignored one of the terms that should have been in our equation of motion from the beginning:

\[
\ddot{\theta} + 3H\dot{\theta} - \frac{1}{a^2}\nabla^2 \theta + m_a^2 \theta = 0.
\]  

(62)

The term we were missing was the third one, which involves spatial gradients in the field. We did not need to worry about these in the pre-inflation case, precisely because inflation drove \(\nabla \theta\) to zero (at least on the scales relevant for computing the abundance). Since the axion field \(\theta(x,t)\) in the post-inflation scenario does not have its inhomogeneities inflated away, we need to understand the impact of the spatial gradient term as modes of the field enter the horizon. It turns out they do complicated things.

#### 3.3.1 Cosmic strings

The name we give to these complicated things is ‘topological defects’, and they arise as follows. First, notice that the axion field angle exists on the domain \((-\pi, \pi)\). If we consider some continuous field of \(\theta(x)\), with every point adopting a randomly chosen angle, you can imagine that there will be certain locations where those angles will just happen to loop around \(2\pi\). If this occurs, then somewhere inside that loop there will have to be a point where the angle is undefined. The axion is the phase of a complex scalar field, and so what is occurring at this singular point is that the field is forced into the centre of the complex plane at \(|\Phi| = 0\), which is effectively where the PQ

---

\(^{16}\)In recent memory there was a short-lived discovery claim of B-mode polarisation made by the BICEP-2 \(^{[100]}\) CMB experiment, which would have implied that pre-inflationary axions were ruled out \(^{[101]}\). Unfortunately, the signal was later attributed to dust mimicking the polarisation signal expected from inflationary gravitational waves, see e.g. \(^{[102–104]}\).
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Figure 10: Diagram of the two types of topological defect appearing in the post-inflationary scenario. Cosmic strings arise along 1-dimensional lines around which the axion field wraps around its circular domain. Quasi-stable domain walls arise once the PQ symmetry is explicitly broken around the QCD era. They correspond to 2-dimensional surfaces where the axion field is stuck at \(\theta = \pi\).

symmetry is restored. This point is a potential maximum, so it ought to be unstable, but because of the winding of the field around it, the configuration turns out to be stable. In three dimensions, these singular points all connect up along a one-dimensional line, containing energy associated with the potential for the field’s radial mode.

This kind of field configuration that is conjectured to appear after a cosmological phase transition is known as a topological defect [106]. In this case, we are breaking a global \(U(1)\) and so the topological defects that emerge are called global cosmic strings. The string can either stretch off beyond the horizon or connect back up to itself to form a loop. The strings are thin, but not infinitesimally so—they have a finite high-energy core set by the shape of the potential in the radial direction \(\Phi\). It is useful to think in terms of the radial degree of freedom called the “saxion”, which will have a mass,

\[
m_s = \sqrt{\lambda f_a},
\]

where \(\lambda\) is the same constant as in Eq.(43).

To understand the properties of cosmic strings, we can construct a simple static model by imagining we have an infinite one aligned along the \(z\) direction in cylindrical coordinates \((r, \varphi, z)\). The full field will have some solution: \(\Phi = |\Phi(r)| e^{i\theta(\varphi)}\) where the axion field winds around the \(z\)-axis so we can assume \(\theta(\varphi) = \varphi\). The full radial dependence can be obtained numerically by solving

---

\(^{17}\)In the post-inflationary QCD axion these objects appear to be inevitable, but this is not generically true for string theory axions in which there is a qualitatively different picture [107].
the equation of motion, Eq. (44), but here I will just state its behaviour at the two extremes [108]:

$$|\Phi(r)| \approx \begin{cases} 0.53 f_a m_s r & \text{for } r \to 0, \\ f_a \left(1 - \frac{1}{2m_s r^2}\right) & \text{for } r \to \infty. \end{cases} \quad (64)$$

We can then use this to look at the energy stored in the cosmic string. The solution is static so the Hamiltonian is just the sum of the gradient and potential energies,

$$H = \frac{1}{2} \left(\nabla|\Phi|^2 + |\Phi|^2 (\nabla\theta)^2\right) + V_{PQ}(\Phi). \quad (65)$$

For the time being, we are ignoring $V_{QCD}(\theta)$, which will allow the string to unwind itself, so we are working at temperatures between PQ breaking and QCD. The useful quantity to calculate is the energy per unit length, also called the string tension $\mu$:

$$\mu \equiv 2\pi \int_0^\infty r \left(\frac{1}{2} \left(\frac{d|\Phi(r)|}{dr}\right)^2 + \frac{1}{2} \left(\frac{|\Phi(r)|}{r}\right)^2 + V_{PQ}(|\Phi|)\right) dr. \quad (66)$$

The first and third terms integrate just fine, however looking at the large $r$ behaviour of $\Phi(r)$ we see we need to do $\int_0^\infty r^{-1} dr$, and so the final answer is divergent. To evaluate the string tension we therefore need to impose some large-scale cutoff to the integral $r_{\text{max}}$, in which case we get,

$$\mu = f_a^2 \left[4.5 + \pi \ln \left(\frac{m_s r_{\text{max}}}{4}\right)\right]. \quad (67)$$

Cosmic strings may well be infinite in extent, but there is actually a physically motivated choice for this cutoff here because we have a cosmological horizon: $r_{\text{max}} = H(t)^{-1}$.

So $\mu \approx f_a^2$, meaning that if cosmic strings exist in the universe they can potentially store a considerable amount of energy. As well as complicating the evolutionary history of the field, their motion through space as they straighten and intersect each other will act to stir up waves in the axion field [109–111]. Although the axion at the moment in our discussion is still massless, it won’t stay massless, and so the axions radiated by the cosmic strings will eventually bestow the dark matter with some distribution of momenta over a wide range of scales.

The waves through the axion field stirred up by the motion of cosmic strings will come in a range of wavelengths. There will be long-wavelength modes coming from the large-scale motion of the long horizon-sized strings, as well as short-wavelength modes generated by the collapse and intersection of smaller closed loops of strings. This period of evolution is described by a so-called “scaling solution” in terms of the number of strings inside some comoving volume, $V$:

$$\xi(t) = \frac{\ell_{\text{tot}}(t)^2}{V}. \quad (68)$$

Given that there could be more than $\xi > 1$ string per horizon, we should slightly shrink the long-distance cutoff in our integral from $H^{-1}$ to the typical distance to the nearest string, $(H \sqrt{\xi})^{-1}$. This
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inspires an effective string tension for a network:

\[ \mu_{\text{eff}} = \pi f_a^2 \ln \left( \frac{m_r \eta}{H \sqrt{\varepsilon}} \right), \]  

(69)

where \( \eta \) is also included to parameterise the departure away from the perfectly straight string model assumed earlier.

The naive expectation is for \( \xi(t) \) to stay at a roughly \( O(1) \) constant because the decay of smaller string loops is compensated by new lengths of string entering the horizon. This expectation is broadly what was observed in early numerical simulations [112–115]. However, there has been a lot of discussion more recently about a mild violation of this scaling expectation discovered in Ref. [116].\(^8\) Instead of remaining constant, the number of axion strings per Hubble volume has been confirmed in several subsequent studies [116, 118, 119] to grow logarithmically in time as,

\[ \xi(t) \approx c_0 + c_1 \ln \left( \frac{m_r}{H(t)} \right). \]  

(70)

Moreover, this scaling appears to be an attractor that \( \xi \) will try to converge towards, even if the system happens to start with an over or under-density of strings [120].

The energy density in the strings at a given time depends on how many of them there are:

\[ \rho_{\text{strings}} = \frac{\xi(t) \mu}{t^2} \approx \xi \times f_a^2 H^2 \log \frac{m_r}{H}, \]  

(71)

and this energy has to go somewhere. The vast majority will go into axions, and a small amount into the saxion field [120, 121]. A very small amount of energy also goes into gravitational waves, but the present-day amplitude of this emission is only measurable in gravitational wave observatories for \( f_a \gtrsim 10^{14} \) [122], which is sadly well into the over-production regime for the QCD axion.\(^9\)

Strings contribute axions on top of the “free” axions we get from the standard misalignment production in the regions far away from the strings.\(^\text{20}\) So if we account for the axions radiated by the strings, our predicted axion mass will need to change to match the total dark matter abundance today. Since \( \Omega_a h^2 \propto m_a^{-1.167} \) from Eq.(55), if we get more axions out of the strings, then this means the predicted mass that matches the dark matter abundance will be shifted higher.

Recall from the calculation in Sec. 3.1.2 that the adiabatic invariant we used to get the abundance of dark matter in the end was the number density in the axion’s zero-momentum mode at the time it became dark matter, \( n_a(T_{\text{osc}}) \). We now have a situation where a potentially large amount of the energy contained in the system will be fed into modes of the axion field with non-zero momentum, \( k \). So the number density we get from them will depend on how they are distributed across momentum,

\[ n_a^{\text{strings}}(t) = \int \frac{dk}{k} \frac{\partial \rho_a^{\text{strings}}}{\partial k}, \]  

(72)

\(^8\)For a counter-argument see Ref. [117].

\(^9\)The additional freedom in non-QCD axion-like particle models could produce detectable gravitational waves from cosmic strings, whilst avoiding overproduction and other early-Universe constraints [123].

\(^\text{20}\)See Ref. [124] for a counterargument to this.
where \( \rho_{a_{\text{strings}}} \) is the energy density of axions radiated by strings. Because the network is evolving, with strings entering the horizon as well as loops collapsing, we might also expect the energy spectrum to vary with time as well. It is better to keep track of the \textit{instantaneous} spectrum of string-radiated axions [121],

\[
\mathcal{F}(k, t) = \frac{1}{f_a H(t)} \frac{1}{a^3(t)} \frac{\partial}{\partial t} \left( a^3(t) \frac{\partial \rho_{a_{\text{strings}}}(k, t)}{\partial k} \right),
\]

so that the integral of this function over time and momentum is what sets the eventual number density of axions:

\[
n_{a_{\text{strings}}}(t) = \frac{f_a^2}{a^3(t)} \int \frac{dk}{k} \int_0^t \int_0^t \frac{d^3k'}{k'} \left[ a^3(t') H^2(t') \mathcal{F}(k, t') \right].
\]

The functional form adopted in the recent literature on axion strings is a power law in terms of a spectral index, \( q \),

\[
\mathcal{F}(k, t) \propto \begin{cases} 
  k^{-q} & \text{for } k_{\text{min}}(t) < k < k_{\text{max}}, \\
  0 & \text{otherwise},
\end{cases}
\]

which is observed to fit the simulation results well. As implied by the two cases written there, the power-law spectrum is fitted between some minimum (IR) and maximum (UV) cutoffs in momentum. Again, these are not arbitrary cutoffs, but rather come about from the two physical scales in the system. At large-scales/low-momenta we have the horizon again \( k_{\text{min}}(t) \sim H(t) \), beyond which the strings are essentially frozen; whereas at small-scales/high-momenta we have the size of the string cores, \( k_{\text{max}} \sim m_s \sim f_a \), below which the axion disappears as a degree of freedom.\(^{21}\)

Since the spectrum sets \( n_a \), which in turn sets \( \Omega_a \), we need to know what \( q \) is if we want to solve the inverse problem and find the axion mass that gives the right amount of dark matter in our Universe. To demonstrate the implications of this, imagine the spectrum happened to be tilted away from scale invariance with \( q > 1 \), then the total energy would be distributed amongst a larger number of low-momentum axions, compared to the alternative, \( q < 1 \) where the spectrum is tilted toward there being a smaller number of high-momentum axions. Remember that it is the number density that matters for the abundance. So our prediction for the axion mass would need to be shifted higher for \( q > 1 \) compared to \( q < 1 \) to make sure their total energy density today stays at \( \Omega_a h^2 = 0.12 \).

So an answer to which is correct is important, but hard to find. What is required are numerical simulations in which the string network emerges from random initial conditions once the equations of motion are evolved through cosmic time on a comoving grid. To get a sense of what these look like, Fig. 11 shows two snapshots of the axion energy in a simulation from Ref. [125]. The colour

\(^{21}\)Although the cutoffs themselves are physically motivated, the precise range over which the fit is obtained is more arbitrary and represents another potential source of uncertainty in the final answer [116, 118, 120, 121].
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Figure 11: Visualisation of a post-inflation axion simulation before and after the axion becomes dark matter at $T_{osc}$. The colour scale is logarithmic and corresponds to the axion energy density integrated along a third spatial axis extending into the page. The reddish linear objects are cosmic strings, visible in both panels, and the yellowish surfaces connected to them are domain walls, visible only in the right-hand panel which is for a time after the axion’s mass has become relevant. Wavefronts in the axion string radiation are visible, especially from the cusps of the cosmic strings.

Figure 11 encodes the projected energy density in axions defined as,

$$\rho_a = \frac{1}{2} f_a^2 \theta^2 + \frac{f_a^2}{2a(t)} (\nabla \theta)^2 + \chi(T) (1 - \cos \theta).$$  \hspace{1cm} (76)

The two simulation snapshots are taken during two important eras: the time around where strings appear, which is when $T_{osc} < T \lesssim f_a$, and when the temperature is $T \lesssim T_{osc}$, which is when the axion mass becomes important (the features appearing in this stage are described further in the next subsection).

Unfortunately, while simulations like Fig. 11 are based on sophisticated computer codes\textsuperscript{22} they do not fully reflect the system we are trying to understand. Axion string simulations demand a daunting dynamical range that is related to the two cutoffs appearing in Eq.(75). We simultaneously need to simulate Hubble-scale boxes, $L \sim H^{-1}$, while resolving scales comparable to the string width $\Delta x \sim f_a^{-1}$—the ratio of those increases as a function of time and will grow up to something between $L/\Delta x \sim 10^{28} - 10^{30}$ for the QCD axion. Since the simulations use comoving coordinates, this looks like the strings are shrinking over time, and if the string cores slip between the grid sites, then the results are no longer reliable. The largest simulations so far have been able to run up to where this ratio is around $10^4$, so quite a way off, and achieved primarily by brute force\textsuperscript{23}—making the simulation boxes bigger so the strings remain resolved for longer. An alternative approach that

\textsuperscript{22}Go to https://github.com/veintemillas/jaxions for the code that the simulation shown in Fig. 11 is based on\textsuperscript{126}.

\textsuperscript{23}Although see Ref. [114] for an interesting alternative scheme for creating strings with an effective tunable tension where this issue could be circumvented.
has been explored very recently is to utilise adaptive mesh refinement to increase the resolution just around the string cores where it is needed [118, 127–130]. However, the required dynamical range is still far away, which means that the value of $q$ must be obtained by extrapolating beyond whatever can be simulated—a procedure which is, of course, highly uncertain.

There has been some lively disagreement between the results of the different groups involved in this work. Gorghetto et al. originally found an axion spectrum with $q < 1$ that was trending upwards to $q \gtrsim 1$ [116]. The adaptive mesh technique was then successfully implemented in the simulation of Buschmann et al. [118] and showed evidence for scale invariance, $q = 1.24$ The most recent suite of simulations presented by Saikawa et al. [120] is the largest to date in terms of size—up to $11264^3$ grid sites for their largest ones. This study highlighted and quantified several potential contributions to the disagreement in the literature—including the impact of the precise initial conditions, discretisation effects, and the handling of oscillatory features in the axion energy spectrum, among others—but the situation remains inconclusive about how $q$ should be extrapolated to the required physical values $\ln(m_s/H) \to 65–70$. So while the simulations attempting to quantify the axions from strings have come a long way since the early efforts [112, 131, 132, 134, 135], the takeaway should be that there is not going to be an easy route to simulating the entire physical system and getting a precise prediction for the QCD axion mass. That is not to say people have not given out predictions anyway and in Sec. 4.2 I will summarise them and place them in the broader context.

### 3.3.2 Domain walls

Continuing on from the axion string era, we eventually enter a new phase. As the QCD crossover approaches, the axion stops being a massless Goldstone boson and instead starts to become dark matter. This is when the misalignment mechanism really gets going—the axion now has a preferred vacuum expectation value at $\theta = 0$ that it wants to go towards, and this preference in angle allows the strings to finally unravel themselves. What then proceeds is the collapse of the network until the axion field is oscillating around $\theta = 0$ everywhere. Whilst this process happens, a different type of topological defect called an axion domain wall emerges temporarily in the system. Axion domain walls are two-dimensional surfaces where the axion field is stuck at the saddle point in the potential at $\theta = \pi$ [136, 137]. The structure of an axion domain wall is explained graphically in the right-hand panel of Fig. 10 and can be seen as yellow sheets bounded by strings in the right-hand simulation snapshot of Fig. 11. Note that in this simulation, the QCD era is brought on while the strings are still fully resolved, i.e. $\ln(m_s/H) \ll 70$, and so the domain walls are connected to strings with unphysically small tension.

Domain walls have a thickness set by the axion mass $\sim m_a^{-1}(t)$. In analogy to the linear string tension, they have a surface tension [137, 138],

$$\sigma_{DW}(t) = 8m_a(t)f_a^2.$$  

(77)

Recall that the axion mass is growing with temperature, so the domain walls are getting thinner and more tense as the temperature cools towards $T_{QCD}$. Because the point $\theta = \pi$ is only quasi-stable,
fairly quickly the network of defects will collapse, and the remaining energy contained in the radial saxion mode is converted into (now massive) axions\textsuperscript{25}.

What I described above is the general picture when the axion’s potential is periodic in the range \((-\pi, \pi]\), but this doesn’t have to be the case. The axion potential \(V(\theta)\) could cycle multiple times inside the domain \(\theta \in (-\pi, \pi]\), i.e. we could have written down \(V \sim -\cos N\theta\) instead of \(V \sim -\cos \theta\). This number, which I will write as \(N_{DW}\), is called the “domain wall number” because it refers to how many distinct types of domain walls emerge in this scenario. They arise because of the discrete \(Z(N_{DW})\) symmetry that is spontaneously broken at the QCD phase transition. Domain walls form a network, connected at junctions by cosmic strings, but only in the \(N_{DW} = 1\) case (the case discussed above) is the network of walls unstable to collapse. When \(N_{DW} = 1\) there is a single true vacuum state that the axion field can always unwind itself to find. But if \(N_{DW} > 1\) then there are \(N_{DW}\) equivalent vacua with the same energy, each one separated from its neighbour by a potential barrier. Since there is no preference for the field to evolve towards any particular

\textsuperscript{25}There is further opportunity to produce detectable gravitational waves here too, see e.g. Refs. [122, 139–144]. It is also possible to get closed domain walls which may collapse into black holes [145–151], or remain stable with baryons trapped inside, in which case they are called ‘axion quark nuggets’ [152–154].
one—the domain walls are absolutely stable. In Fig. 12 I have shown a sketch of the potential for two possible cases—$N_{\text{DW}} = 3$ and 6 (the relevance of these numbers is mentioned below)—as well as a 2D slice through the field showing the patchwork of domains and walls.

When domain walls are stable like this they will enter a scaling solution similar to cosmic strings. They want to flatten themselves and will do this by effectively repelling each other until huge flat walls are separated by scales on the order of the horizon, $L \sim H^{-1} \sim 1/t$. The energy density of the network therefore scales cosmologically like,

$$\rho_{\text{DW}}(t) \sim \frac{\sigma_{\text{DW}}}{L^3} \sim \sigma H(t) \propto \frac{1}{t},$$

(78)

which implies that it is possible for $\rho_{\text{DW}}$ to overwhelm matter and radiation which dilute away faster than this [155]. Let us imagine there is some time when the Universe becomes domain-wall dominated, this occurs when the condition $3H^2(t)M_{\text{Pl}}^2 = \rho_{\text{DW}}(t)$ is satisfied. Rearranging, we can find that the temperature of the Universe when axion domain walls start dominating is,

$$T_{\text{wall-dom}} = \left( \frac{640}{\pi^2} \frac{f_a^4 m_a^2}{g_*(T) M_{\text{Pl}}^2} \right)^{1/4} \approx 20\text{ keV} \left( \frac{m_a}{100 \mu\text{eV}} \right)^{-\frac{1}{2}},$$

(79)

which is between BBN and recombination. In other words, this is not good. But it gets worse. A domain wall network possesses an equation of state $p_{\text{DW}} = -2/3\rho_{\text{DW}}$, so after they come to dominate the energy density of the Universe, the scale factor will evolve like $a(t) \sim t^2$, i.e. it has an acceleration $\ddot{a} > 0$. But even though the accelerating effect this negative pressure has on expansion is reminiscent of dark energy, we clearly do not see a network of vast energetic walls spanning the cosmos. A domain wall-dominated cosmology is in catastrophic disagreement with observations [156]—this is the so-called “domain wall problem” of post-inflationary axion models with $N_{\text{DW}} > 1$.

It might seem like this conclusion is telling us that we just shouldn’t choose $N_{\text{DW}}$ to be larger than 1. But while $N_{\text{DW}} = 1$ is indeed the case for one of the two major categories of UV-complete axion models, the Kim-Shifman-Vainshtein-Zakharov (KSVZ) model, for the other—the Dine-Fischler-Srednicki-Zhitnitsky (DFSZ) model—it is not. In fact, DFSZ models typically have $N_{\text{DW}} = 3$ or 6 depending on details in the potential. The domain wall number is related to how many are quarks charged under the $U(1)_{\text{PQ}}$ symmetry, and so emerges from the specific contents of that theory. Those contents are required in those models to make a UV-complete theory that solves the strong-CP problem. Escaping the domain wall problem adds another layer of work, for example by arranging charges so that $N_{\text{DW}}$ happens to end up equal to one. For the DFSZ case, this requires the PQ symmetry to be made flavour-dependent, see the recent Ref. [157] for a list of DFSZ models with no domain-wall number problem.

The second reason why we might not want to just discount the $N_{\text{DW}} > 1$ cases is that there could well be effects that can drive the network to be unstable and fix this potential domain wall problem for us. In general, what is needed is some kind of bias that tips the scales to the axion preferring one of its vacua over others [155]. There are many ways this can be achieved, see for example Refs. [158–167]. The essential idea in many of these solutions is to engineer there to be an effect
Figure 13: Snapshot of some merging axion miniclusters in the N-body simulations performed for Ref. [172]. The redshift of the snapshot is $z = 999$, so well before the formation of galaxies. The right-hand panel zooms in on the largest minicluster halo in the $(0.2 \text{ pc})^3$ box. Notice that the scale of this merged minicluster has grown to be significantly larger than the estimate of $R \sim \text{AU}$ made in Eq.(86). Nonetheless, you can still see that there are unmerged AU-scale miniclusters orbiting around it that would have formed from the prompt collapse of horizon-sized overdensities around the QCD phase transition.

that explicitly breaks the $Z(N_{DW})$ symmetry, causing the $N_{DW}$ vacua to be non-degenerate [168]. In scenarios like this, the domain wall network would collapse on some timescale that could be chosen by tuning the explicit breaking terms in the potential. Unfortunately, the required CP-violating effects work against the solution the axion was originally designed to solve, and so face observational constraints from the neutron electric dipole moment [169, 170]. Some numerical simulations of this scenario were performed by Hiramatsu et al. [169]. They tested mechanisms for the annihilation of the domain walls but found them highly constrained except in a small window of parameter space.\textsuperscript{26}

These details aside, the generic expectation for $N_{DW} > 1$ scenarios is that we should get more axions out of the domain walls collapsing. So matching the cosmological dark matter abundance leads to mass predictions that are larger than the $N_{DW} = 1$ case. Any more precise statement that this really demands we specify some particular mechanism for why the network collapses, as well as full numerical simulations of that collapse, of which rather few can be found in the literature.

3.3.3 Axion miniclusters

As should be clear by now, the phenomenological consequences of the post-inflationary scenario are very rich, but we are still not done. After the string-wall network has unravelled itself, the axions will free-stream until they settle down to non-relativistic speeds and become dark matter in earnest. However, the remnants of that highly inhomogeneous distribution of $\theta_i$ and the now-
destroyed topological defects will still be imprinted in the axion distribution. Now that we are somewhere after the QCD cross-over where the axion has a mass, that inhomogeneous distribution has been converted into genuine physical fluctuations in the density of dark matter. The important fact about these inhomogeneities is that they are large in amplitude, with $\delta = \delta \rho_a / \rho_a \sim O(1)$, but physically small in size. So what becomes of them?

A highly inhomogeneous distribution of dark matter on small scales is yet another unique feature of axion dark matter in the post-inflationary scenario that is not generically expected in the pre-inflationary case nor indeed for many other dark matter candidates. Usually, all of the inhomogeneities in the dark matter are the scale-invariant ones inherited ultimately from inflationary curvature perturbations. The density fluctuations in the axion field, on the other hand, emerge at temperatures around $T_{\text{QCD}}$. The size of the horizon at those times was significantly smaller than the size of the horizon during matter-radiation equality which is when sub-horizon cold dark matter fluctuations begin collapsing to form halos. These early-forming structures go by various names in the literature—“minihalos” or “microhalos”—I will refer to them as “axion miniclusters”, which is the name I believe to be the most common [173–175].

We can derive some of the main properties of these miniclusters. Let us start with some initial overdensity of axions $\delta_i \sim O(1)$ defined as the local departure away from the large-scale average, $\bar{\rho}_a$. This overdense region will begin to collapse ahead of matter-radiation equality, at a value of $a(t)$ that is a factor $1/\delta_i$ smaller than $a_{\text{eq}}$ (this is because $\rho_m / \rho_r \propto a$), i.e. an overdensity gets a head-start on gravitational collapse. If we say the axions become dark matter at $T_{\text{osc}}$, then adding up all the axions inside the horizon at that time will tell us the typical amount of mass that could end up inside a minicluster,

$$M = \frac{4\pi}{3} (1 + \delta_i) \bar{\rho}_a L_H^3,$$

(80)

where $L_H(T_{\text{osc}}) \sim H(T_{\text{osc}})^{-1}$ is the physical size of the horizon at $T_{\text{osc}}$, which in turn is related to $m_a(T_{\text{osc}})$ because of the condition we wrote down: $m_a(T_{\text{osc}}) \approx 3H(T_{\text{osc}})$, that defines $T_{\text{osc}}$.

In principle we should now plug in $\rho_a(T_{\text{osc}}) = m_a(T_0)n_a(T_{\text{osc}})$ for the eventual density of axions that would end up in the minicluster. However, this would be somewhat inconvenient since $n_a(T_{\text{osc}})$ depends on $\theta_i$, and we only know what this is at the level of a statistical distribution. It is also inconvenient because previously we were tuning $m_a$ to get the right dark matter density, but as we saw in the last section, that number gets shifted upwards slightly by an (as yet undetermined) amount that depends on how much extra axions we get from the decay of topological defects. So a better strategy is to simply assume for now that we have figured out the axion mass that correctly reproduces the observed abundance of dark matter, but still leave the final answer in terms of $m_a$ because technically we haven’t. That approach is easy because it just entails working out $\rho_a(T_{\text{osc}})$ by scaling the present-day dark matter density back in time to $a(T_{\text{osc}})$:

$$\rho_a(T_{\text{osc}}) = \rho_{\text{DM}} \left( \frac{a(T_0)}{a(T_{\text{osc}})} \right)^3,$$

(81)

Interestingly, this form of perturbation that we are discussing here are of the isocurvature type—exactly what we were trying to avoid in the pre-inflationary case as discussed in Sec. 3.2.2. Fortunately, these isocurvature perturbations develop late and are only present on scales that are tiny in cosmological terms.
where $\rho_{\text{DM}} = \frac{3H_0^2}{8\pi}M_\text{Pl}^2\Omega_{\text{DM}} = 9.672 \times 10^{-12}$ eV$^4$, and we take $a(T_0) = 1$.

So to compute $M$ we need to know the quantity $a(T_{\text{osc}})H(T_{\text{osc}})$. Since we know the Universe is radiation dominated at $T_{\text{osc}}$, we can assume $H^2(T_{\text{osc}}) = H_0^2\Omega_a(T_{\text{osc}})^{-1}$ from Eq.(7). Instead of dealing with $\Omega_r$ it is easier to write this in terms of $\Omega_m = 0.31$ and $z_{\text{eq}} = 3402$, as $\Omega_r = \Omega_m(1+z_{\text{eq}})^{-1}$.

Putting numbers in, we find the mass of axions in an overdensity of size $\delta_i$ that is going to collapse is,

$$M = \frac{4\pi}{3}(1+\delta_i)\left(\frac{1}{3}H_0m_a(T_{\text{osc}})\right)^{-\frac{2}{3}}\Omega_m^{-\frac{3}{2}}(1+z_{\text{eq}})^{\frac{3}{2}} \propto m_a^{-\frac{6}{n}},$$

where the last step is just there to highlight the dependence on the temperature-dependence index of the axion mass. Putting in $n = 8$ for this we get,

$$M = 2.4 \times 10^{-12} M_\odot \left(\frac{100 \mu \text{eV}}{m_a}\right)^{\frac{1}{2}},$$

where solar masses is $M_\odot = 1.3 \times 10^{66}$ eV, and to evaluate the final number we use the temperature-dependence of the axion mass from Eq.(45), and the expression for $T_{\text{osc}}$ from Eq.(49). A few pico-Suns is around the mass of the asteroid Chiron.

So we conclude that axions in the post-inflationary scenario begin clumping just ahead of matter-radiation equality into miniclusters that have masses around that of an asteroid. Similar objects can also form on a wider range of scales if we relax some of the model assumptions and constraints on the axion mass, for example by considering non-QCD axion-like particle (ALP) models [62, 176] or alternative cosmological histories from the one presented here [75, 177, 178]. Although the typical minicluster mass can vary substantially between different model configurations, the conclusion that heavier axions produce lighter miniclusters tends to be generic.

We know their masses now, but what is the nature of these objects? Are they compact or fluffy? To find out, let us estimate their physical sizes and densities. This can be done rigorously using semi-analytic techniques as well as numerical simulations, but we can make do with an estimate. For that, we can adopt a simple spherical collapse argument [174] which goes as follows. Gravitational collapse occurs when the gravity of some clump of matter is sufficient to decouple it from the outward pull of expansion, also called the Hubble flow. In the case of axions, as we have seen, this process will start during radiation domination and proceed through matter-radiation equality. The equation of motion for some shell of physical radius $r$ that is part of a spherical overdensity with mass $M$ inside it is,

$$\frac{\ddot{r}}{r} = -\frac{8\pi G_N}{3} \rho_r r - \frac{G_NM}{r^2},$$

where $\rho_r$ is the homogeneous radiation density. At early times the solution for $r(t)$ increases as the shell is dragged outwards by Hubble flow. But at some point—earlier if the overdensity is larger—the shell will halt and turn around. After turn-around, $r(t)$ will decrease as a function of time as the shell collapses inwards. See Ref. [179] for the full solution, as well as the classic paper of Kolb & Tkachev who first did the calculation of the spherical collapse of axion overdensities [174].

---

28 one of the many possible misspellings of my first name.
29 A nice python notebook evaluating the numerical solution to spherical collapse in radiation domination can be found here: https://github.com/David-Ellis/thesis-code/blob/main/KTode/KT_sphericalCollapse.ipynb
The upshot of this calculation is that the density of the collapsed minicluster depends on the initial overdensity parameter via \[179\],

\[
\rho_{mc} = 136 \rho_a(t_{eq}) \delta_i^3 (1 + \delta_i) \approx 2.4 \times 10^6 \text{GeV cm}^{-3} \delta_i^3 (1 + \delta_i),
\]

where \(\rho_a(t_{eq}) = \rho_{DM}(1 + z_{eq})^3\) is the axion density at matter-radiation equality. The slightly inconvenient units I have converted this density into are so that we can see that it is much larger than the value \(\rho_{DM,\text{local}} \approx 0.3 \text{ GeV cm}^{-3}\) mentioned at the beginning of Sec. 3—the local density of dark matter in our galaxy. Making the crude assumption now that the miniclusters are spheres of radius \(R_{mc}\) with mass \(M\) and a constant density \(\rho_{mc}\), we find that,

\[
R_{mc} = \left( \frac{3M}{4\pi \rho_{mc}} \right)^{\frac{1}{3}} = 0.32 \text{ AU} \frac{1}{\delta_i} \left( \frac{100 \mu\text{eV}}{m_a} \right)^{\frac{1}{3}},
\]

where an astronomical unit is \(1 \text{ AU} = 1.496 \times 10^{13} \text{ cm}\). So we have an asteroid’s worth of axions spread over a size comparable to the Earth’s orbit, making them rather fluffy objects, despite the fact that the density in axions would be many orders of magnitude larger than the density of dark matter in our galaxy local to us [180–182].

A word of warning that when surveying the literature to find similar estimates to the one I have done here [173–175, 183, 184], you will sometimes encounter disagreements of up to orders of magnitude arising from different ways of defining various quantities like the minicluster mass and the horizon volume etc. It is not particularly enlightening to go through these disagreements; ultimately, they are just estimates. We will get a more complete picture by doing gravitational simulations [172, 185–189], as I will get to shortly.

To give a sketch of the next steps: the continued growth of the axion density fluctuations during matter domination can be modelled for a time using linear perturbation theory. We move back into Fourier space for ease since each mode with comoving momentum \(k\) evolves independently according to the equation of motion,

\[
\delta + 2H\delta + \left( c_s^2 \frac{k^2}{a^2} - 4\pi G N\bar{\rho}_a \right) \delta = 0,
\]

where physical momenta are related to comoving ones via \(k_{\text{phys}} = k/a\). The \(k\)-dependent quantity \(c_s\) is the effective speed of sound, which can be derived by computing the perturbations for a cosmological fluid composed of a scalar field (e.g. Refs. [3, 190]),

\[
c_s^2 = \frac{\delta P}{\delta \rho} = \frac{k^2/4m_a^2a^2}{1 + k^2/4m_a^2a^2} \approx \frac{k^2}{4m_a^2a^2},
\]

the approximation in the final step holds because we are considering modes with a physical size larger than the axion’s Compton wavelength, i.e. \(k < m_aa\). Looking at the \(k\)-dependence of the third term, you may notice that there will be a value of \(k\) where it swaps sign from negative to
Axion cosmology  
Ciaran A. J. O’Hare

positive:

\[ k_J = \left( 16\pi G_N a^4 \bar{\rho}_a(a) \right)^{1/2} \sqrt{m_a} \approx 66.5 \text{ mpc}^{-1} a^{1/4} \left( \frac{\Omega_m h^2}{0.12} \right)^{1/2} \left( \frac{m_a}{100 \mu\text{eV}} \right)^{1/2} . \]  

(89)

For any mode with \( k < k_J \) the solutions are for \( \delta_k \) to grow\(^{30}\). When \( k > k_J \), on the other hand, the third term in the equation of motion behaves like an outward pressure which acts against the inward pull of gravity. We can draw an analogy here with a classic model for the collapse of regular gas clouds in astrophysics—gravitational collapse takes hold above a certain length scale called the Jeans length when there is insufficient hydrodynamical pressure to stop it. Accordingly, we call \( k_J \) the axion Jeans wavenumber. Its associated physical length-scale is given by,

\[ \lambda_J = \frac{2\pi a}{k_J} \approx 0.04 \text{ AU} \left( \frac{1 + z_{eq}}{1 + z} \right)^{1/2} \left( \frac{\Omega_m h^2}{0.12} \right)^{-1/2} \left( \frac{m_a}{100 \mu\text{eV}} \right)^{-1/2} , \]

(90)

evaluated at matter-radiation equality. The physical origin of this scale comes from the pressure exerted when the scalar field’s gradient energy is large. As might be expected, \( \lambda_J \) turns out to be very similar in scale to the coherence length of the field, \( \lambda_{coh} = 2\pi/m_a v \), because this is related to the velocity of the field, which in turn is related to the gradient energy. The Jeans scale also implies there is a Jeans mass—a minimum mass where the mass distribution of miniclusters will be cut off, a feature that will be important for the next stage.

The behaviour of the solutions to Eq.(87) depend on the wavenumber, with modes at \( k < k_J(t) \) experiencing a growing solution and those \( k > k_J(t) \) an oscillatory one that does not grow. Calling back to Sec. 2.4, the \( k \)-space correlations between the density fluctuations can be written in terms of a power spectrum,

\[ \langle \delta_a(k)\delta_a(k') \rangle = (2\pi)^3 \delta(k-k')P_a(k) , \]

(91)

where the dimensionless variance is written as,

\[ \Delta_a^2(k) = \frac{k^3}{2\pi^2} P_a(k) , \]

(92)

For small \( k \) the axion miniclusters have no knowledge of each other, and so we expect them to follow the power spectrum associated with uncorrelated white noise \( \Delta_a^2(k) \propto k^3 \) (or equivalently a power spectrum \( P_a(k) \) that is flat in \( k \)). Eggemeier et al. [185], using initial conditions taken from the final stages of the string-wall lattice simulations of Vaquero et al. [108], find \( \Delta_a^2(k) \approx 0.05(kL_{osc})^3 \) well before matter-radiation equality, which has grown to \( \Delta_a^2 \sim 10^{-15} \text{ Mpc}^{-3} \times k^3/(2\pi)^2 \) by \( z = 99 \). This can be compared to the matter power spectrum from the regular adiabatic fluctuations, which as described in Sec. 2.4 scales like \( \Delta_m^2(k) \sim \ln \left( k/k_{eq} \right) k^{n_s-1} \) at high \( k \). So there will come some \( k \) where the two will cross over, and the fluctuations associated with miniclusters (which are of the isocurvature type) are dominant, i.e. \( \Delta_a^2(k) \geq \Delta_m^2(k) \). Extrapolating the adiabatic power spectrum towards high \( k \), this occurs for \( k \gtrsim 10^6 \text{ Mpc}^{-1} \), and so above this wavenumber, the power spectrum exhibits an enhancement due to the miniclusters. Don’t bother going back to Fig. 3 to check where

\(^{30}\) Or decay, but these transient solutions are not usually kept track of.
Beyond this value of $k$ we expect the spectrum to depart from perfectly uncorrelated white noise through several effects. Firstly, and most fundamentally, the power spectrum has to get cut off at the Jeans wavenumber because this sets the minimum length scale below which axion overdensities do not grow. Evaluated at $z = 0$ the Jeans wavenumber is $k_J \sim 10^{10}$ Mpc$^{-1}$ so this will be the maximum possible $k$ for the minicluster power spectrum, however it will be a smooth rather than a sharp cut off. Another factor that will introduce features into the shape of $\Delta_a^2(k)$ is the fact that many of the initial perturbations were laid down not just by the random distribution of $\theta_i$ but also by the topological defects that were present. This brings in another length scale into the problem related to the spacing of the strings around the time when the domain walls are collapsing the network, which ultimately makes the shape of $\Delta_a^2(k)$ somewhat lumpy prior to matter-radiation equality and not well approximated by white noise towards high $k$. See Ref. [108] for results on the shape of the power spectrum of the initial seeds to the axion miniclusters and comparisons against the semi-analytic treatment of Ref. [184].

The shape aside, the fact that the amplitude of the power spectrum after matter-radiation equality will continue to grow

\[ \Delta_a^2(k) \propto D(a)^2, \]

where $D(a)$ is the linear matter growth factor:

\[ D(a) = 1 + \frac{3}{2} \left[ \frac{1 + z_{eq}}{1 + z} \right]. \] (93)

So at some point we expect $\Delta_a^2(k) > 1$ and for the miniclusters to start growing non-linearly, with larger $k$ modes becoming non-linear first. However, even as early as redshift $z \approx 20$, the power spectrum across the whole range of wavenumbers we have been discussing, i.e. $k \gtrsim 10^6$ Mpc$^{-1}$ will all have $\Delta_a^2(k) > 1$. Some headway can be made with semi-analytic techniques for propagating structure growth like the Press-Schechter or Peak-Patch methods, for which I refer you to Refs. [178, 179, 183, 184, 191, 192]. However, for this next stage of evolution, a better way to get a handle on the non-linear growth of miniclusters, their mergers into minicluster halos, as well as their internal structures, is to perform N-body simulations [172, 185–187, 189].

N-body simulations, as the name suggests are simulations in which the gravitational attraction of $N$ particles on each other is evolved through cosmic time. There are now a handful of studies in the literature which have performed N-body simulations of miniclusters, starting either from an initial power spectrum left over from early-Universe lattice simulations [172, 185, 188, 189] or from white noise [186]. To do the former type of simulations, fluctuations in the density of the continuous axion field are mapped into discrete particles. I have shown a snapshot of one in Fig. 13 at a redshift of $z = 999$.

So what do we learn from doing N-body simulations? As we might expect, the resulting miniclusters end up distributed across a wide range of masses. The mass function at the latest times it is possible to simulate using current resources is well fit by a falling power law: $dn/d \ln M \propto
$M^{-0.7}$ [185]. Over time, the miniclusters will merge and the mass distribution is expected to creep up towards larger masses, many orders of magnitude larger than the initial seeds and potentially reaching up close to the Earth mass. Towards this high mass end it is expected for the distribution to scale like $dn/d\ln M \propto M^{-0.5}$ which is the naive expectation for mergers forming out of large-scale Gaussian fluctuations.

The simulation boxes here are tiny compared to the state-of-the-art N-body simulations usually employed to study the non-linear growth of large-scale structures in cosmology. Unfortunately, this is unavoidable because of the extremely fine spatial resolution needed to even resolve the miniclusters in the first place. Furthermore, because N-body simulations impose periodic boundary conditions, only a handful of the most massive minicluster halos ever form inside the boxes and there is a finite time limit on how long they can be run until structures inside the box start to be influenced by neighbouring copies of themselves. Minicluster simulations have been extended up to $z = 99$ so far for those beginning from initial minicluster seeds leftover from lattice simulations [172, 185, 188, 189], and up to $z = 19$ for larger-scale/lower-resolution simulations whose aim is to model the non-linear growth from the white noise part of the power spectrum [186]. The two approaches are complementary—the former provides insights into the statistics of the more abundant low-mass miniclusters, whereas the latter tells us about the structures of the largest minicluster halos which is where the majority of the dark matter mass is actually contained.

As for the internal structures of miniclusters, those first forming miniclusters from the prompt collapse of the initial density peaks show power-law density profiles with $\rho \propto r^{\alpha}$ [188] where $\alpha \sim [-4, -2.5]$. This is similar but not identical to the power-law index expected from models of the self-similar collapse of isolated density perturbations, $\rho(r) \propto r^{-9/4}$ [193]. On the other hand, the miniclusters that emerge as a result of many smaller mergers trend, unsurprisingly, towards the famous Navarro-Frenk-White (NFW) profile [186],

$$\rho_{\text{NFW}}(r) = \frac{\rho_0}{r/r_s \left(1 + r/r_s\right)^2},$$

where $\rho_0$ is some characteristic density and $r_s$ is a scale radius where the power law transitions from its small-radii scaling $\rho \sim r^{-1}$ to its large radii scaling $\rho \sim r^{-3}$ [194]. There is also interesting evidence presented very recently that the densest of the NFW miniclusters with masses above $M > 10^{-12} M_\odot$ may have even steeper inner profiles than this, with $\rho \sim r^{-2}$ [189].

The total mass in an NFW profile is divergent when integrated out to infinity. This is a problem, but then again, halos are not infinite in extent. The convention for how to cut off the density profile is to enforce the integrated mass out to some virial radius, $r_v$, to be,

$$M(<r_v) = \int_0^{r_v} 4\pi r^2 \rho_{\text{NFW}}(r)dr = 4\pi \rho_0 r_s^3 \left[\ln (1 + c) - \frac{c}{1 + c}\right],$$

where we define $c = r_v/r_s$ and call it the concentration of the halo. A common convention for how to define $r_v$ is to take it to be the radius where the average internal density is 200 times the average density of the Universe,

$$M(<r_v) = 200 \times \frac{4\pi}{3} \rho_{\text{crit}} r_s^3.$$
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Compared to the concentrations for regular galaxies that are \( c \sim O(10) \), miniclusters at redshifts around \( z = 99 \) have concentrations \( O(100) \)—a result that can be reproduced using semi-analytic techniques like the Peak-Patch formalism, as studied in Ref. [179]. These concentrations will grow naturally over time, potentially up to values as large as \( O(10^4) \) when extrapolated to \( z = 0 \). They may also get even more concentrated still if their outer layers are tidally stripped from them. Miniclusters, especially those with NFW profiles, have relatively loosely bound outer layers. In fact, this process is very likely to occur once the miniclusters fall into galactic halos and orbit alongside stars which will exert tidal forces on them.

The presence of miniclusters means that there is an intrinsic granularity to the sub-galactic dark matter distribution in the post-inflationary scenario. Their anticipated presence in galaxy halos today will therefore be important to keep in mind once we go to try and think about the possible observational signatures of axions as a dark matter candidate. I will discuss these signatures in the case of miniclusters in a dedicated subsection Sec. 6.5. In anticipation of that discussion, one final result of the minicluster N-body simulations that is worth mentioning is exactly how much of the total population of axions actually ends up inside of these objects. Currently, signs point to this being quite a sizeable fraction, but not the entirety. Upwards of 75\%, of axions are gravitationally bound in miniclusters by the time galaxies are beginning to form [185], with the minivoids—the spaces between miniclusters—having an ambient density that is slightly smaller than \( \sim 10\% \) of the large-scale average dark matter density [172].

3.3.4 Axion stars

It turns out that miniclusters are not the only class of dark matter substructure that could form in the post-inflationary scenario. Another type that may be important in this story are solitons—spatially localised field configurations. The equation of motion we use to model axion dark matter permits solutions that have solitonic behaviour, and so we must understand if they form under cosmological conditions.

The first type of soliton (and the slightly less important type in the broader context) are “axitons”, also called oscillons. These are quasi-stable solutions of the Sine-Gordon equation with a growing mass term [195]—which is precisely what Eq.(62) is. In the case of the axion, these appear at times well after \( T_{osc} \), and they consist of spherical lumps in the field of a size given by the axion’s Compton wavelength \( \lambda \sim 1/m_a(T) \). They are seeded towards the end of the post-inflationary simulations that include the turn-on of the axion mass which destroys the string-wall network [108, 196]. They are a curiosity and something of a technical nuisance—they shrink because \( m_a(T) \) is growing, and they also tend to proliferate in great numbers at late times when \( n \) is large, see e.g. Ref. [125] for some visualisations of this. Fortunately, because axitons simply disappear when the axion mass stops changing with time, it is unlikely they have many dramatic consequences for cosmology.

The other class of soliton that could be much more important are axion “stars” [197]. These are a similar type of object, but appear as solutions to the axion’s equation of motion once it is also coupled to gravity. An axion star forms when the inward pull of gravity is balanced against the outward pressure from the axion gradient energy.\(^{32}\) Therefore, they are essentially the smallest

\(^{32}\)An analogy for this pressure can be understood within the wave-like description of axion dark matter in a similar way to how we think of quantum wave functions. Recall how Heisenberg’s uncertainty principle would stop you from confining a quantum wavefunction in space without a simultaneous spread in momentum. This is why people use the
objects that can form out of axion dark matter, and are in some sense the ground state of the system.

The properties of axion stars can be derived by finding the stable solution of the Schrödinger-Poisson equation. As the name suggests, this is a combination of the Schrödinger wave equation and Poisson’s equation that together dictate the dynamics of a classical field interacting with itself gravitationally. The Schrödinger-Poisson system in a cosmological context was first studied in the seminal paper of Schive et al. [198], which revealed stable, solitonic cores forming in the centres of self-gravitating halos of wave-like dark matter. This result has been confirmed and elaborated on in numerous studies since then, see e.g. [199–206] for a very incomplete sample.

Most relevant for the present discussion is the result from Ref. [207] which revealed a relationship between the mass of the central axion star/soliton, $M_s$, and the mass of the host halo that surrounds it, $M_h$:

$$M_s = \left( \frac{M_h}{M_{\text{min}}(z)} \right)^{\frac{1}{2}} M_{\text{min}}(z).$$

The mass-scale $M_{\text{min}}(z)$ encapsulates the axion’s Jeans mass mentioned in the previous section, i.e. the minimum virial mass of a halo that can exist at redshift $z$:

$$M_{\text{min}}(z) = 4.4 \times 10^{-20} M_\odot \left( \frac{m_a}{100 \mu\text{eV}} \right)^{\frac{1}{2}} \left( \frac{\zeta(z)}{\zeta(0)} \right)^{\frac{1}{4}} (1 + z)^{3/4},$$

where the function $\zeta(z) = \left[ 18\pi^2 + 82(\Omega_m(z) - 1) - 39(\Omega_m(z) - 1)^2 \right] / \Omega_m(z)$, parameterises the redshift dependence of the virial mass. The physical size of the soliton on the other hand is observed to be,

$$R_s = 1.06 \times 10^5 \text{ km} \left( \frac{100 \mu\text{eV}}{m_a} \right) (1 + z)^{-\frac{1}{2}} \left( \frac{\zeta(z)}{\zeta(0)} \right)^{-1/6} \left( \frac{M_h}{10^{-10} M_\odot} \right)^{-1/3}.$$

So because $R_s \sim M_s^{-1}$, we have the funny result that more massive axion stars are physically smaller than lighter ones. Why is this? The point is that axion stars, by definition, are coherent lumps of the field and hence their physical size should be related to the coherence length, i.e. $R_s \sim \lambda_{\text{coh}} \sim 1/m_a v$ where $v \sim \sqrt{G N M_s / R_s}$ is the virial velocity of axions in the star. Combining these two expressions we find,

$$R_s \sim \frac{1}{G_N M_s m_a^2} \sim \frac{1}{G_N M_h^{1/3} m_a},$$

where in the second step we input parametrically the halo-soliton mass relation. This lends some intuition to where Eq.(99) comes from—if an axion star is heavier, then its virial velocity is higher, and so its coherence length is smaller. Or, you could imagine the balance of forces: a heavier axion star with more gravity has to be balanced by more gradient energy, which is only possible if it is physically smaller.³⁴

³³I will be more mathematically explicit about this when discussing ultralight axions in Sec. 5 where the details are a bit more important. You can also go to the reviews by Niemeyer [6] or Hui [5] for much more detail on the description and behaviour of this system.

³⁴If you are feeling dangerous, you could also imagine the scenario where an axion star is so massive that $R_s$ is smaller than its Schwarzschild radius [208, 209]...
Several later simulations of solitons forming inside of dark matter halos, and then growing as halos undergo mergers, have been performed in the years since Refs. [198, 207], generally confirming the core-halo mass relation up to some disagreement about the exact value of the power-law index [210–212]. A resolution that has been suggested is that there simply is some level of intrinsic diversity around the exact value of the index that relates somehow to the specific environment and merger history of their host halos [203]. Reference [213] used the results of their merger-tree model to advocate for the use $M_s \sim M_h^{2/5}$ instead of $M_s \sim M_h^{1/3}$ as a more representative “average” scaling that accounts for the intrinsic scatter.

I should perhaps not brush over the fact that these relations were derived from simulations of the Schrödinger-Poisson system on a radically different scale to the scale I have cast their results into—Mpc as opposed to mpc. This may seem unusual, but it turns out that there is a scaling symmetry in the Schrödinger-Poisson system [214, 215] where all quantities in the problem can be rescaled by a constant to the appropriate power and the dynamics remain the same. This means that we can extrapolate the results from Refs. [198, 207] down to minicluster scales. Nonetheless, it is important to check this is indeed the case (and people have done or I would not be discussing it).

Axion stars are indeed seeded inside miniclusters [216, 217] and grow until they reach the core-halo mass relation in alignment with the expectation from simulations of the ultralight-axion/galaxy-halo regime [218]. The main mechanism for this growth is attributed to wave condensation, which occurs on a timescale [216],

$$\tau \sim 10^{-2} \times \left( \frac{\lambda_{\text{coh}}}{R_{\text{mc}}} \right)^{-3} t_{\text{cr}},$$

where $t_{\text{cr}} \sim R_{\text{mc}}/v \sim \sqrt{R_{\text{mc}}/G N M_{\text{mc}}} \ll H^{-1}$ is the timescale for crossing the minicluster. Further mass growth is seen to slow down, but not halt entirely, once the core-halo mass relation is reached [6, 217–219]. So axion stars could indeed form rapidly inside of miniclusters, and since the solitons are stable, it stands to reason that they could survive until the present day assuming there is sufficient time for them to regrow after experiencing mergers.

Interestingly, you may notice something odd about the fact that the axion-star-radius-to-minicluster-mass relation is $R_s \sim M_{\text{mc}}^{1/3}$ while the minicluster-radius-to-minicluster-mass relation is $R_{\text{mc}} \sim M_{\text{mc}}^{1/3}$. The opposite scaling means that at small enough miniclumpster masses, those two relations will intersect where $R_s > R_{\text{mc}}$, i.e. the axion star is larger than its host. This poses even more questions about the abundance of axion stars in miniclusters, their survival, and observational signatures—some of which I will discuss more in Sec. 6.5.

There is a lot more I could have mentioned about axion stars—what is written here is what is relevant for cosmology and signatures of axion dark matter. The complete phenomenology of solitonic objects formed out of the axion field goes much deeper. This is particularly true in regimes in which axion-axion self-interactions become important. I have not included these in the discussion but they should indeed be there at some level. For example, the QCD axion has attractive $\phi^4$ self-interactions that will be pronounced at the large field excursions associated with axion stars. So it is possible for other classes of solutions to exist where the objects are stabilised by some balance of gravity, gradient energy and self-interactions [220–224]. See, for example, Ref. [225] on the difference between so-called dilute and dense axion stars and how the various mass-radius relations that emerge connect to the axion’s properties. For more general discussion I also point
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Figure 14: The parameter space of the cosmological ALP in terms of its mass $m_a$ and PQ scale, $f_a$, which are defined in analogy to the QCD axion but kept as free parameters. The QCD axion lives along a single line defined by Eq. (52)—the yellow and red segments of that line show the best current estimates of the viable mass windows where QCD axions can produce 100% of the dark matter under the pre- and post-inflationary scenarios respectively. The various other coloured bands enclose the equivalent spaces for ALP models and/or alternative cosmological scenarios, discussed in Sec. 3.4. For sake of comparison and familiarity, I have recast existing bounds on axion-like couplings to the photon and to nucleons into this space, assuming the form $g_{a\gamma} = C_{a\gamma} \alpha / 2 \pi f_a$ and $g_{a\gamma} = C_{a\gamma} m_n / f_a$ with $C_{a\gamma, a\gamma} = 1$. The only bound that is strictly on this parameter space is the one arising from the superradiant spin-down of black holes, taken from Ref. [228] (but see also Refs. [229–231]). All data and a Python notebook to reproduce this plot can be found at Ref. [232].

you to Ref. [226] for a review on QCD axion stars and Ref. [227] for a review on boson stars and other similar objects.

3.4 Axion-like particles as dark matter

Throughout this section so far, I have presented a relatively minimal story for the production of QCD axions in the form of dark matter without too many additional model-building bells and whistles. Yet even in this relatively straightforwardly defined scenario, we encountered several wrinkles along the way—considerations like when inflation occurs, limiting the production of isocurvature, avoiding the domain wall problem, the challenges of performing accurate numerical simulations, and the emergence of small-scale axion substructure. All of these problems came about solely as a consequence of trying to explain the dark matter in our Universe using what was essentially (up to details) a one-parameter model. However, there is much we do not know about the

35Boson stars are solitons of a gravitationally-coupled complex scalar field.
earliest stages of the Universe, and all bets are off when it comes to thinking about particle physics beyond the Standard Model. So we are permitted to depart from this simple setup if we have a good reason to, and imagine ways in which axions as dark matter could be produced differently.

We now enter the colourful—and at times confusing—world of alternative axion models and cosmologies. I will not even attempt an exhaustive account of the literature on this, the number of variations people have conjured up is too vast. Instead, in this section, I will just mention a few of the main classes of scenarios that I am aware of, particularly if they result in interesting departures from the baseline QCD axion dark matter cosmology. The main motivation for doing this is to set up what will come in the next two sections, which will be all about searches for axions across their wide parameter spaces—let us find out what kinds of models populate them.

A good place to start is to define the notion of an “axion-like particle” or ALP. An ALP arises when we relax the requirement of solving the strong CP problem but keep everything else, i.e. all the phenomenology, qualitatively the same. For our purposes, the upshot of this is that we remove any connection between the ALP and QCD, and as a consequence, remove any connection between $m_a$ and $f_a$, keeping them as free parameters. The QCD axion is therefore a special case of the more broadly defined ALP, and sits on a precise line through the parameter space formed out of those two quantities.

In that spirit, Fig. 14 shows the 2-dimensional parameter space for an ALP. In grey are bounds on ALP properties under the assumption they have some coupling to either the photon or to nucleons (summarised in Ref. [232]). The coloured bands indicate regions where specific cosmological scenarios or axion-like models generate the correct dark matter abundance. Since axion couplings have not come up yet in the discussion, for concreteness let us just take a moment to define what they are. An effective theory for an axion-like particle has the following general interaction Lagrangian:

\[ L_a \supset -\frac{\alpha_s \phi}{8\pi f_a} G\tilde{G} - \frac{1}{4}g_{a\gamma}\phi F\tilde{F} + \partial_{\mu}\phi \sum_f g_{af}\bar{f}\gamma^\mu f - \phi \sum_f g_{sf}\bar{f}f. \]  

(102)

The first term describes the anomalous axion coupling to the gluons with strength $1/f_a$. The following is true about this term: 1) it is the one required to solve the strong CP problem, 2) it applies exclusively to the QCD axion for that reason, and 3) it generates the axion’s effective potential $V_{\text{QCD}}(\theta)$ and therefore its mass, $m_a$. The second term describes the coupling to electromagnetism, and the third term sums over all possible couplings to fermions $f$. The axion is pseudo-Nambu-Goldstone boson, so its fermion couplings have the shift-symmetry-respecting derivative form. For completeness, I have also included the possibility of scalar, i.e. CP-violating, couplings to the fermions, which may exist in addition to the latter CP-preserving ones but I won’t mention these further (see e.g. Refs. [233–237] for discussion on them).

The couplings to the photon and to fermions take the following form for the QCD axion:

\[ g_{a\gamma} = C_{a\gamma} \frac{\alpha}{2\pi f_a}, \quad g_{af} = \frac{C_{af}m_f}{f_a}, \]  

(103)

You are also allowed to write down couplings that are quadratic in the field, i.e. $(\phi/f_a)^2 F\tilde{F}$, which yield distinct phenomenology [238–243]—I will not cover them either.
where $\alpha \approx 1/137$ and $m_f$ is the mass of fermion $f$. The order-1 dimensionless coupling constants labelled $C_{ay,af}$ encapsulate details about the UV model (e.g. KSVZ or DFSZ models), and in the case of the photon coupling also low-energy phenomena like QCD-axion-pion mixing. Since all couplings are suppressed by the PQ scale: $g \sim 1/f_a$, this is how we imagine the ALP will couple too. The only difference is that we have more freedom because $f_a$ is not tied to $m_a$ like it is for the QCD axion. In Fig. 14 I have recast constraints on $g_{ay}$ and $g_{an}$ (where $n$ is the neutron) into constraints on $1/f_a$. I have assumed representative values $C_{ay} = 1$ and $C_{an} = 1$, but this choice is arbitrary and so the location of those recasted bounds is only indicative.

The QCD axion lives along a single line in this parameter space defined by Eq. (52). In reference to the discussion in earlier sections, I have put the “predicted” range for the QCD axion mass when produced via misalignment. The yellow line spans the pre-inflationary scenario, assuming $\theta_i$ can be tuned to anything between zero to $\pi$, whereas the red segments of the line correspond to the predictions under the post-inflationary scenario including the axions radiated from topological defects for models with one domain wall [120], and those with domain wall number greater than one assuming there is a mechanism for destroying them [116]. I am showing them here more for comparison’s sake than anything, I will go through the various predictions at a more precise level and the calculations behind them in the next section.

The easiest way to imagine extending beyond QCD axion misalignment is to go back to the original simplified calculation presented in Sec. 3.1.1, where we had both the mass and the initial field value left as free parameters. This can be straightforwardly mapped onto an axion-like particle with arbitrary $m_a$ and $f_a$ since we can just write $\phi_i = \theta_i f_a$ for the initial field value, and we are left with the same set of choices for what $\theta_i$ could be. For now, we assume that the ALP mass has no temperature dependence and define the temperature of oscillations to be when $c_{\text{osc}} H(T_{\text{osc}}) = m_a$, which means,

$$T_{\text{osc}} = \left( \frac{m_a M_{\text{Pl}}}{c_{\text{osc}}} \right)^{\frac{1}{2}} \left( \frac{90}{\pi^2 g_*(T_{\text{osc}})} \right)^{\frac{1}{2}} \left( \frac{2 \pi^2 g_*(T_{\text{osc}})}{m_a f_a} \right)^{3} \left( \frac{f_a}{1.3 \times 10^{13} \text{GeV}} \right)^{2} \left( \frac{m_a}{1 \mu\text{eV}} \right)^{\frac{1}{2}} \left( \frac{c_{\text{osc}}}{3} \right)^{\frac{1}{2}} \left( \frac{g_*(T_{\text{osc}})}{106} \right)^{\frac{1}{2}} \left( \frac{g_{*,s}(T_{\text{osc}})}{106} \right)^{-1}.$$  

(104)

Recalling Sec. 3.1.1, the present-day energy density is,

$$\rho_\phi(T_0) = \rho_\phi(T_{\text{osc}}) \left( \frac{g_{*,s}(T_0)}{g_{*,s}(T_{\text{osc}})} \right) \left( \frac{T_0}{T_{\text{osc}}} \right)^3,$$

(105)

where $\rho_\phi(T_{\text{osc}}) \approx \frac{1}{2} m_\phi^2 \theta_i^2 f_a^2$. This means we can evaluate $\Omega_{\text{ALP}} h^2$ to find the parameter values that match the dark matter abundance

$$\Omega_{\text{ALP}} h^2 \approx 0.12 \theta_i^2 \left( \frac{f_a}{1.3 \times 10^{13} \text{GeV}} \right)^{2} \left( \frac{m_a}{1 \mu\text{eV}} \right)^{\frac{1}{2}} \left( \frac{c_{\text{osc}}}{3} \right)^{\frac{1}{2}} \left( \frac{g_*(T_{\text{osc}})}{106} \right)^{\frac{1}{2}} \left( \frac{g_{*,s}(T_{\text{osc}})}{106} \right)^{-1},$$

(106)

where we are again left with the choice of initial angle.

The post-inflation ALP was explored in the landmark “WISPy Cold Dark Matter” paper by Arias et al. [244]. The topological defects in ALP models have also been simulated in Ref. [125], finding an additional 25% contribution to the axion number density. This can be parameterised by plugging in an “effective” value for $\theta_i^2 = \theta_{\text{eff}}^2 = n_a/m_a f_a^2 a(T_{\text{osc}})^3 \approx 2.33^2$, where $n_a$ is measured from the axion distribution within the simulation [125]. The specific post-inflation prediction,
including these contributions from the defect network, is shown by the dashed line in Fig. 14, whereas the dark-green band encapsulates pre-inflationary ALPS with \(\theta_i\) in the range \((0.1, \pi - 0.1)\). It is not too hard to imagine that our Universe happened to be given a value of \(\theta_i\) that was tuned to small or large values, in which case the region above and below this dark green band respectively would be where an ALP lies. The former case could result from applying an anthropic argument as discussed in Sec. 3.2, although a dynamical explanation is also easier to engineer in the case of an ALP where there is more parameter freedom [245]. The opposite scenario, in which the axion is tuned up to the maximum in its potential, could also result from additional dynamics in the model perhaps related to inflation, that might drive the axion field’s minimum during inflation to be where its maximum would eventually end up afterwards [246–248]. There are interesting observational consequences in this ‘large misalignment’ scenario, like enhanced axion substructure, as explored in Ref. [62].

ALPs with \(N_{\text{DW}} > 1\) have also been considered in Refs. [142, 249], and are a major component of the catastrophes model of Gelmini et al. [250–252], which ambitiously seeks to generate ALP dark matter alongside primordial black holes from collapsed domain walls, as well as observable gravitational wave signatures.

Let us now consider some additional details we might be inclined to include in this model. Taking more inspiration from the QCD axion case, you might want to think about ALPs that acquire a temperature-dependent mass like \(m_\alpha(T) \sim T^{-n}\). Including these effects, the dark-matter-consistency band extends above \(T\)-independent ALP band shown in dark green and would have a slightly steeper gradient on the plot depending on how large \(n\) is. Ultimately this scenario is constrained by the condition that the mass be larger than the Hubble scale at matter-radiation equality for the ALP to be behaving like a proper dark-matter candidate at the latest time in cosmology that we need it to be doing so—this constraint is shown as a black dashed line on Fig. 14. This scenario has been studied in Refs. [244, 253], and the additional dark matter contributed by the decay of topological defects for various \(n\) scenarios was also quantified in Ref. [125]. While this is simply a phenomenological consideration, the origin of the temperature dependence on the ALP need not be so unnatural. It could come about from a coupling to some hidden but strongly-coupled gauge group [244], or from some connection to the electroweak sector through a Higgs portal [254] for example.

Another way to extend the logic of the ALP misalignment is to reconsider the various assumptions that were made in the original calculation. Calling back to the derivation presented in Sec. 3.1.1, one of those assumptions was that the field began with no initial velocity, i.e. \(\dot{\theta}_i = 0\). Models that relax this assumption go by the name “kinetic misalignment” [63, 255]. If the axion field starts out with a large velocity, then it will be cycling around its potential over and over at early times, and potentially still be rolling around by the QCD phase transition. So in this case it is no longer \(\theta_i\) that is important—the axion always gains the maximal initial angle at some point—but rather it is how large \(\dot{\theta}_i\) is which sets when axion makes it over the potential barrier for the final time and therefore when it starts its oscillations. Because of this, it is easy to see how the abundance gets enhanced because everything in the story is delayed. So to keep the eventual numbers consistent, we have to lower \(f_\alpha\) for a given mass. Kinetic misalignment populates the parameter space in Fig. 14 above the standard ALP misalignment band. An initial velocity is not an especially strange thing to have emerged in a model either. The example given in the original Refs. [63, 255] is
based on an Affleck-Dine-inspired model involving the explicit breaking of the PQ symmetry by higher dimensional, $M_{Pl}$-suppressed operators. Explicit breaking of global symmetries is generally anticipated in quantum gravity anyway and is the origin of the so-called PQ quality problem.

The spectrum of axions from the kinetic misalignment mechanism turns out to be a little more complicated than in the standard cosmology. If the field is rolling many times over its potential, the precise number of times it does so depends on how much energy the field has. So if the axion field has perturbations then these will all finish their final roll over the top of the potential at slightly different times, resulting in the “fragmentation” of the field in which a previously-homogeneous energy density is distributed amongst a spectrum of higher-order modes, as discussed in Refs. [256–258].

An elaboration even further beyond the kinetic misalignment mechanism is to imagine these initial axion rotations are wrapped up in the generation of the baryon asymmetry of the Universe—another outstanding problem in cosmology so far without a definitive resolution. The models in which both QCD axion dark matter and the baryon asymmetry are generated go by the name “axiogenesis” of which there are several variants [259–261]—they predict a fairly high QCD axion mass, but still not too far from the standard post-inflation case. The non-QCD case known as “ALP Cogenesis” [262, 263] sits on a line in the parameter space defined by $f_a \sim 2 \times 10^9 \text{GeV (}\mu\text{eV}/m_a)^{1/2}$ which is shown in light green in Fig. 14. This construction is based on the idea that a large rotation of the axion field around its domain implies there will be asymmetry in the PQ charge across the Universe, which can then be converted into a baryon asymmetry through strong and/or electroweak sphaleron processes.

Next up, the purple band in Fig. 14—this is not truly an ALP model but rather a kind of alternative to the QCD-axion, that happens to occupy part of the $(m_a, f_a)$ parameter space that is slightly shifted away from the conventional one. This model goes by the name “$Z_N$ axion”, in which we imagine that there are $N$ mirror Standard Models which are unconnected with one another, except for the axion that acts as a portal between them. This slightly unusual-sounding scenario was originally motivated by an earlier proposal for a solution to the hierarchy problem [264]. The main reason for mentioning this model here is that the phenomenology and predicted dark-matter parameter space for this modified QCD axion turn out to be quite different. One immediate difference is that the axion’s mass is lighter for the same value of $f_a$ [265]—thus shifting the QCD line to the left on the plot. The misalignment mechanism also proceeds with some differences because of the multiple minima in the axion’s potential and its unique temperature dependence. The authors of Ref. [266] call it “trapped misalignment” because the axion oscillates for a time in the wrong minimum of its potential before finding the correct one (see also Ref. [267] for an earlier instance of this). The onset of true oscillations is delayed because of this, and so the resulting dark matter density is enhanced. Similar effects are achieved in other models, like the bubble misalignment mechanism where the axion is produced alongside a first-order phase transition [268], but the enhanced abundance is not necessarily a generic conclusion—Refs. [269–271] show that under certain conditions, the trapping effect can suppress the abundance as well.

It is also interesting to ponder how the physics of axion production might depend on the background cosmology beyond simply when inflation happens. As I’ve mentioned a few times, we have no idea what really took place prior to BBN—keeping the abundances consistent requires the reheating temperature was $\sim 5 \text{ MeV}$ at least [272]. We presume the Universe entered a period of radiation domination following inflationary reheating which persisted until matter-radiation equality
50,000 years later, but we have no evidence for that or anything else. Blinov et al. [253] evaluated the consequences of a few alternative cosmological histories. Just as an example, I have taken their prediction for ALP dark matter when there is a period of early matter domination—a period where the energy is dominated by some form of matter until times just prior to BBN, after which we are sure the Universe must be radiation dominated. Since the axions are diluted by this period of matter domination, they end up dominating the energy density late, and so the values of \( f_a \) consistent with the correct abundance of dark matter have to be very large. See also Ref. [273–277] for a discussion of other alternative cosmological scenarios in the context of ALP dark matter.

Another alternative cosmological period that may take place prior to BBN is called kination. This is when the energy density of the Universe is dominated by a scalar field—specifically, its kinetic energy \( \frac{1}{2}m_\phi^2\dot{\phi}^2 \). The equation of state for scalar-kinetic-energy domination is \( w = 1 \), and so the energy density scales as \( \rho \sim a^{-6} \). Ref. [253] find that the predicted band for ALPs where this period exists are generally pushed to smaller \( f_a \). Axion rotations in the kinetic misalignment mechanism can also lead to a period of kination because \( \dot{\theta} \) can be large [278].

That now covers most of what appears in Fig. 14, but I will highlight a few other possibilities very briefly just to really drive home the point that there is a lot of flexibility here. Another type of phenomenon that can be engineered is known as parametric resonance [279–281]. Parametric resonance is when a system is driven by some external source of energy at its natural resonant frequency. In the case of the axion, this source of energy could come from the other degree of freedom it is automatically connected to: the radial “saxion” mode. In the standard story, the saxion begins with a small value \( |\Phi| \sim 0 \), and then it rolls down the potential to where \( |\Phi| = 0 \) and is converted into axions. If, instead, the saxion began at a large value \( |\Phi| \gg f_a \) (for example if it was deposited there during inflation), it can still roll down and convert to axions, but may do so much more efficiently because of the possibility for a resonant transfer of energy from one degree of freedom to the other.

Yet another modification to the standard ALP story goes by the name “frictional misalignment”. Here, sphaleron-like transitions at high temperatures are invoked to create an additional friction term in the axion equation of motion beyond the standard Hubble friction [282]. Depending on the nature and origin of this friction the correct dark matter abundance can be obtained above or below the standard ALP misalignment band as shown in Ref. [283].

And finally, a general category of models that has a rich additional set of phenomena, are those with multiple axions. Multi-axion models have several sources of inspiration, for example if there are multiple independent sources of CP-violation contributing to the neutron electric dipole moment that need to be dealt with [284–286], as well as more phenomenological constructions [287–289]—however the most common instance of proposed multi-axion scenarios come about as a result of the deluge of axions anticipated in the context of string theory, see e.g. [290–306]. In the string-inspired scenario of the “axiverse”, a large number of axions is suggested to emerge in the low-energy phenomenology of particle physics, and one linear combination of axions would be involved in solving the strong CP problem. If more than one of these axions contributes to the dark matter abundance, then the available parameter space that avoids overproduction must be considered carefully [307], and this will bring in added constraints if we still need there to be a viable QCD axion amongst them [308, 309]. These multiple axions states are also expected to mix
with each other, which will qualitatively change the formation and behaviour of solitons [310, 311], interference effects in the field [312], topological defects [107], and miniclusters [176] compared to single-axion cosmologies. To give one specific example, a fun possibility within the axiverse is for there to be pairs of so-called “friendly” axions [313] occurring when two mass states happen to be nearly-degenerate and therefore undergo strong quantum mechanical mixing effects similar to neutrino oscillations [314–317]. Deriving the expected couplings of these axion-like particles is non-trivial but it is clear that there will be distinct observational signatures in scenarios where the dark matter is made up of many particles across a broad spectrum of masses. The first comprehensive study of an axiverse coupled to electromagnetism was presented recently in Ref. [318], to which I refer you for an up-to-date discussion on this rich topic in general.

So, to summarise this whistle-stop tour of alternative axion cosmologies: there are many of them. The classes of scenarios that I’ve highlighted here should be taken as a representative sample only—a sample that I hope drives home the point that a dark matter ALP could have any set of properties you might dream of.

4. Cosmological bounds on the QCD axion

The previous section dealt with the many issues that must be understood as a consequence of postulating the axion as a dark matter candidate. This is all interesting enough, but ultimately we want to know if this is really how the Universe works or not. So what we need to do is confront these scenarios with data. Obviously what we would like is a positive signal of axion interactions so that we can measure its properties like its mass and coupling—these I will cover in the final section. However, in the absence of any signals, we can still use data to guide where to focus our search by instead constraining the properties the axion can and cannot have. In particular, what cosmology has been most powerful in telling us about the axion so far regards its mass.

In this section, I will go through two types of bound on the QCD axion mass arising from cosmological arguments. But first I need to summarise some of the properties of the QCD axion, particularly its couplings and interactions, that we will need for later sections. Then, I will go through something of a recap of the last section which will involve me summarising the specific mass windows for QCD axions that are consistent with the measurement $\Omega_{\text{DM}} h^2 = 0.12$—the predictions that I only alluded to in the previous section. The second part will explain how we can set an upper bound on the mass by thinking about the effects of axions produced out of the thermal bath of the early Universe. In short, this section is all about understanding everything going into the summary plot shown in Fig. 15.

4.1 Properties of the QCD axion

Let me now introduce some of the important technical concepts associated with the QCD axion that I will make use of in the later discussion. I will mostly be stating facts here and not deriving anything, for detailed first-principles derivations of the axion’s various UV-completions, interactions, and couplings, go to Ref. [10].

Most constraints on the QCD axion so far arise from its coupling to the photon, so this is why I have chosen to show Fig. 15 with $C_{a\gamma}$ as the vertical axis. The general expression for the
Figure 15: **Top panel:** constraints on the dimensionless coupling constant between the QCD axion and the photon, defined in Eq. (107). I have cut off the mass scale with a lower bound coming from the superradiant spin-down argument applied to stellar-mass black holes [228–231], as well as an upper bound from thermally-produced relic axions (see the discussion in Sec. 4.3). Bounds on axions produced astrophysically that do not rely on the assumption that they are dark matter are shown in green. Direct searches for axions as dark matter are shown in blue, and indirect searches for axions as dark matter are shown in light grey. **Bottom panel:** QCD axion dark-matter mass predictions under both the pre-inflation and post-inflation scenarios. In the pre-inflation case, the number-line shows the value of $\theta_i$ required for the axion to make up $\Omega_a h^2 = 0.12$, as well as the maximum Hubble scale of inflation ($H_I$) that avoids overproduction of primordial CDM isocurvature (see Sec. 3.2). In the post-inflation scenario, I list a selection of predictions for the axion mass that can be found in the literature and are discussed in Sec. 3.3. All data and a Python notebook to reproduce this plot can be found at Ref. [232].

The dimensionless coupling constant in the case of the QCD axion is,

$$C_{ay} = \frac{E}{N} - 1.92,$$

where $C_{ay}$ appears in the expression for the dimensionful photon coupling as in Eq. (103). The first term in $C_{ay}$ involves two parameters that result from the high-energy contents of a full UV-complete axion theory. They are known as the electromagnetic and colour anomaly coefficients.
Anomalies are a class of particle interactions that show up quantum mechanically and violate the conservation of a symmetry that is preserved in the classical equation of motion. They can be quantified by finding the terms that violate the conservation of the symmetry’s Noether current. The anomaly coefficient is found by summing over the different contributions to the anomaly from different particles, weighted by the charges of those particles under the symmetry in question. Here it’s the $U(1)$ PQ symmetry of which the axion is the Goldstone boson. The Noether current $J_{\mu}^{PQ}$ is conserved ($\partial_{\mu}J_{\mu}^{PQ} = 0$) in the classical equation of motion, but not at the quantum level because of interactions involving triangular loops of whatever quarks are carrying the PQ charge.

We categorise the anomalies into two types: electromagnetic and colour/QCD, which have coefficients $E$ and $N$,

$$
\partial_{\mu}J_{\mu}^{PQ} = N\frac{\alpha_s}{4\pi} G\tilde{G} + E\frac{\alpha}{4\pi} F\tilde{F}.
$$

(108)

The first anomaly involves only the QCD axion’s defining interaction with the gluons, and this turns out to give us our guaranteed contribution to $C_{a\gamma}$. It comes about because we can connect the axion to two gluons which can then connect to a triangle of quarks, then to a pion, and then to two photons. The only axion coupling present there is the effective gluon coupling which is the only term required to solve the strong CP problem. So if the QCD axion exists, we really do expect it to couple to the photon via this pion interaction. Working through this calculation leads to a photon coupling constant of $C_{a\gamma} = -1.92(4)$ [72]. The second anomaly, the electromagnetic one, is more model-dependent. We include it if the axion also couples directly to electrically charged fermions. In some models, this is the case (e.g. DFSZ), and in some, it isn’t (e.g. KSVZ).

In Fig. 15 I also show the constraints on the space $(m_a, C_{a\gamma})$. Keep in mind that the actual photon coupling for the QCD axion is $g_{a\gamma} \propto C_{a\gamma}/f_a \propto m_a C_{a\gamma}$, so the QCD axion lives along a horizontal line in this plot, up to order-1 model uncertainty in the value of $C_{a\gamma}$. It is common to show a few benchmark models, e.g.,

$$
C_{a\gamma} \equiv \frac{E}{N} - 1.92(4) = \begin{cases} 
-1.92, & \text{KSVZ} \\
0.75, & \text{DFSZ I} \\
-1.25, & \text{DFSZ II}.
\end{cases}
$$
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which are the The Kim-Shifmann-Vainshtein-Zakharov (KSVZ) [319, 320] and Dine-Fischler-Srednicki-Zhitnitsky (DFSZ) models [321, 322]. In the plot, I am showing DFSZ I, not II.

These models are essentially ways of extending the SM into a renomalisable theory that contains the QCD axion in the low-energy spectrum of particles. KSVZ and the DFSZ both do this by introducing a Standard Model singlet of which the axion is the pseudo-Nambu-Goldstone boson resulting from the breaking of the global symmetry $U(1)_{PQ}$. The difference between the two is primarily that the KSVZ does this while introducing additional non-Standard-Model but coloured quarks that are charged under this new symmetry, while the DFSZ is basically a two-Higgs-doublet model with the SM quarks charged under the PQ symmetry. At some level, quarks (Standard-Model ones or otherwise) have to be involved in a QCD axion model because we also need to explicitly break the $U(1)_{PQ}$ symmetry with the colour anomaly to solve the strong CP problem (all axion models must have $N > 0$).[^37]

[^37]: The $N$ appears on the bottom of the first term in Eq.(107) because it is convention to absorb it into the definition of
couplings between the quarks and the Higgs can be with either of the two Higgs doublets. The KSVZ benchmark assumed above is for only one extra non-Standard-Model quark, but there is a set of possible representations that it could have under the Standard Model gauge group, and even more possibilities if you add more than one quark. Di Luzio et al. [323, 324] put forward a helpful window for the possible KSVZ-like “hadronic” models that cover all possible representations of the quark, whilst excluding the models that have pathologies like Landau poles (strong coupling below the Planck scale), or cosmologically stable and strongly-interacting relics. This window, which spans $E/N \in [5/3, 44/3]$, is what the fuzzy yellow band in Fig. 15 represents, where I choose to give it a fuzziness to emphasise that this is still just an indication of plausible models—it is certainly possible for a QCD axion to lie outside of this window, for example if there is partial cancellation between the two contributions to $C_{\alpha \phi}$ in Eq. (107). Presumably, the further outside the band you go, the more enhancement or cancellation you are probably required to have, so the standard hadronic band is a decent benchmark.\(^3\)

There are a few important constraints on the QCD axion that are independent of cosmology and must be considered before we try and make additional ones. Most QCD axion models will also have couplings to nucleons, and these couplings lead to the strongest upper limits on the axion mass. In particular, the most stringent of these to date comes from making sure that the emission of axions from neutron stars does not cool them faster than we observe them to [328]. This imposes an upper bound on $m_a$ between 10 to 30 meV for DFSZ models\(^3\) and $m_a < 16$ meV for KSVZ. Preventing there from being too much axion emission from the Sun [329], or from stars in globular clusters [330, 331], also implies upper bounds on the QCD axion mass. For most models these are less competitive, but apply to any cases where the axion couples to the photon or the electron.\(^4\) In Sec. 4.3 I will describe how similar emission mechanisms occurring in the thermal plasma of the early Universe also allow us to set a cosmological upper bound on the QCD axion mass.

So far the only lower bound on the QCD axion mass we can draw is from black hole spins. The general idea is that black holes are able to excite bound states of axions around them, which in the process causes them to lose their angular momentum via superradiance. The fact we observe black holes with nonzero spin therefore excludes the existence of axions that would have spun them down [228–231]. Technically this bound applies over a limited range of masses where the axion’s Compton wavelength is of a similar size to the black holes we have observed spinning (in this case stellar mass ones). However for this discussion the superradiant argument functions as a lower bound because going beyond it leaves us in the region where we have super-Planckian values of the PQ scale: $f_a > M_{Pl}$.\(^5\)

\(^3\)Extended or non-minimal versions of the KSVZ or DFSZ models are more likely to encompass models that lie further away from the canonical QCD band (e.g. [325]). Exploring this possibility requires a kind of combinatorial survey of anomaly coefficients, which has been done for the KSVZ [326] and DFSZ [327] models recently. In the KSVZ case, these correspond to models where there are multiple heavy quarks rather than just one, and in the DFSZ case, it is when there is more than one additional Higgs doublet.

\(^4\)A technical note: there is an uncertainty on the QCD axion nucleon couplings driven by the unknown Higgs vacuum expectation values in those models, the range here spans over a range of the parameter $\tan \beta$.

\(^5\)Another method for arriving at an upper limit on the axion mass is to consider the extremely stringent constraints on rare, flavour-violating processes like $K \to \pi + a$. These have been searched for in experiments like E949, NA62 and KOTO. Together they impose an upper limit on $m_a$ in the context of some KSVZ models which possess particular representations for the heavy quark [332, 333].
4.2 Dark matter predictions for the QCD axion mass

Attempts to directly detect axion dark matter lead to the bounds shown in blue in Fig. 15. Even without knowing any details of these experiments, it is easy to see that despite decades of searching, only narrow windows in axion mass have been excluded. This frustrating state of affairs is precisely where cosmology comes to the fore—we should be in a position to give experiments a location on this plot to target their searches.

In the lower panel of Fig. 15 I included several categories of predictions for the QCD axion mass. As I hope I made clear in Sec. 3.3, most of these predictions should not be taken as firm or definitive. The point of showing them is to give a general feeling for the areas of parameter space that we can loosely assign to different cosmological scenarios. Still, the end goal is to work towards something much more precise. This is especially the case for the post-inflationary scenario where a precise prediction does seem to be possible, at least in principle. Many of these predictions I have already alluded to in Sec. 3.3, so the purpose of this subsection is to go through them in the order they appear on the plot from top to bottom.

**Pre-inflation:** This number line is basically identical to the one described in the previous section. You can obtain the correct abundance of dark matter for any axion mass as long as you are happy to accept that the initial angle bestowed upon our observable Universe was a particular number. For low axion masses with $f_a$ around the scale of Grand Unification, for example, the angle has to be tuned close to zero, so you might also want to invoke an anthropic argument. Because we need to limit the amount of isocurvature pre-inflationary axions generate, certain values of the axion mass then also come with an associated upper limit on how large the scale of inflation can be. For example, if the axion were produced pre-inflation, and the mass was around an neV, then this means $H_I$ would have to be less than $\sim 10^9$ GeV.

**Models:** Several interesting models of the QCD axion have been constructed that attempt to simultaneously solve other problems in physics, or fill other gaps in our knowledge. These include providing a mechanism for generating neutrino masses, a field to drive inflation or an origin for the matter-antimatter asymmetry of the Universe. Two examples involving neutrino masses are the SMASH model of Ballesteros et al. [334–336] which has its basis in the KSVZ axion (see also [337–339]), as well as the DFSZ-inspired “VISH\nu” model of Sopov and Volkas [340]. The “Cogenesis” [262] scenario is designed to solve the baryon asymmetry, as described in Sec. 3.4. Here it is the rotations in the $QCD$ axion field that generate the initial charge asymmetry which is then fed into a chiral asymmetry in the quarks, and then the baryon asymmetry.

**Lattice QCD/χ(T):** Several of the earliest predictions of the QCD axion mass in the post-inflationary scenario were refined using calculations of the topological susceptibility (the axion-mass temperature dependence) using lattice QCD. This allowed them to account for one of the uncertainties that ultimately influences the dark matter abundance. Note that these calculations still do not consider the effects of axion field gradients, and therefore the contribution to the axion abundance from topological defects is not included—the takeaway from these predictions should be that their lower edges are robust, but their upper edges are not because there could be additional axions from
Strings: To include the axions radiated by cosmic strings, extensive cosmological lattice simulations evolving the axion field numerically through cosmic time are needed. These are challenging, and currently physical values for the parameters nor simulations lasting physical durations are possible. Extending the early simulations from over a decade ago by Hiramatsu et al. [113], three groups have recently published major results on axion string radiation and have given out mass predictions: Gorghetto et al. [116, 121], Buschmann et al. [118] and Saikawa et al. [120]. All groups see evidence for a logarithmic increase to the number of strings per Hubble volume, as well as the growth of the string-radiation spectral index $q$ over time—both initially observed by Gorghetto et al. [116, 121]. Buschmann et al. [118] successfully employed adaptive mesh refinement to extend the duration of their simulation by enhancing the grid resolution around the string cores. Despite there being several sources of quantitative disagreements, it is safe to say that the ultimate mass prediction is most heavily influenced by the many-orders-of-magnitude extrapolation of the axion emission spectrum beyond the final times of the simulation. Saikawa et al. [120] performed the most recent and largest set of simulations, and has made a concerted effort to quantify numerical and extrapolation uncertainties.

Strings+Walls: In this set of predictions, the axion field is evolved not only during the string-dominated period after the PQ phase transition but also through the QCD phase transition during which domain walls appear and act to collapse the network. All of these assume one species of the domain wall, i.e. $N_{\text{DW}} = 1$, as in, for example, the one-quark KSVZ model. Some of the first serious estimates of the axions emitted from the combined string-wall system were by Hiramatsu et al. [347] and Kawasaki et al. [348], pointing towards a relatively wide range. A few years later a more precise prediction was made by Fleury & Moore [349] and then Klaer & Moore [114, 115]. The most recent and largest simulations of the string-wall decay were performed after that by Vaquero et al. [108] and Buschmann et al. [196]. The simulations of Vaquero et al. are so far the largest in this classification in terms of numbers of lattice sites at $\sim 8000^3$, but they did not quote a mass prediction. To simulate the destruction of the strings by walls, these simulations must bring about the QCD phase transition at unphysical values of the string tension, so although they allow the distribution of the fluctuations that would eventually become miniclusters to be understood, predicting an axion mass still requires the same extrapolation to high values of the string tension. The eventual mass predictions are, therefore, only as reliable as whatever is learned from the string-only simulations, hence why most current efforts are focused there.

Domain wall number larger than one: This last set of predictions follows the same principle as the previous ones but for the multi-domain wall scenarios, like the DFSZ model. As discussed earlier, this results in a higher abundance of axions from the collapse of the extra walls, and hence the consistent values of the axion mass must be larger in order to suppress the overall energy density down to the cosmologically observed value. The group of Hiramatsu, Kawasaki et al. have

---

41 A comparison of several string simulation results was made in Ref. [346].
Figure 16: The suppression in the matter power spectrum expected if there is a form of hot dark matter in the Universe. For the sake of illustration, I have chosen a case where the suppression is unphysically large, corresponding to an axion mass in excess of $m_a = 10$ eV. The effect of hot dark matter is to hinder gravitational clustering towards small scales (large $k$) which is why the power spectrum is suppressed. The power spectrum nowadays is very precisely measured, so an axion this heavy is massively ruled out, as is easily seen by eye. Masses at the current upper limit allowed for the QCD axion $O(0.1 \text{ eV})$ would leave the matter power spectrum essentially unchanged at the level of this plot.

performed numerical simulations of these scenarios [169, 348], and the $N_{\text{DW}} = 6$ case was also extrapolated using a dimensional scaling argument from an $N_{\text{DW}} = 1$ simulations by Gorghetto et al. [116]. I emphasise again that simply taking $N_{\text{DW}} > 1$ leads to a cosmology that is not compatible with our Universe, and some additional explicit breaking of the PQ symmetry is needed to break the degeneracy and destroy the network. Many of these scenarios result in additional strong CP-violation that must be then confronted with observational constraints like the neutron electric dipole moment [169, 170, 348].

4.3 Thermal relic axions

Aside from explaining the cold dark matter abundance in the Universe, there is another cosmological bound that we may draw on the QCD axion that is both robust and independent of any assumptions about what particles ultimately make up the dark matter. This bound results from considering their production in thermal processes occurring in the hot plasma of the early universe. Since the QCD axion must couple to particles that existed in the thermal bath at high temperatures—gluons, quarks, pions etc.—this population is guaranteed at some level, but if the interactions with those particles are strong enough then it is also possible that the axions were actually in thermal
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equilibrium with them [350, 351]. Inevitably, once the interaction rate $\Gamma$ drops below the Hubble expansion rate $H$, these processes cannot maintain equilibrium, and the axions decouple from the bath—however, their presence may still be felt by the particles they decoupled from.

The early thermal history of the Universe—tested through cosmological data like the CMB, BBN, and large-scale structure—is consistent with all the degrees of freedom available in the Standard Model and none extra. So any effect of a population axions generated and kept in equilibrium at early times must be extremely subtle if it is present at all. This then implies we can place bounds on the properties of the QCD axion. Specifically, it will give us an upper limit on the mass—heavier axions being more strongly coupled. Although we only currently have a constraint, this idea may get much more interesting in the future thanks to upcoming high-resolution probes of the CMB. The statement that the Universe’s thermal history is consistent with the Standard Model is only true as far as we have been able to measure it; future data may reveal the presence of additional as-yet-unaccounted-for degrees of freedom. Like the $C_\gamma B$ (aka CMB) and the $C_\nu B$, it may well be there is a $C_\alpha B$—a cosmic axion background—as well.

This thermally-produced $C_\alpha B$ will certainly have to be out of equilibrium by recombination, $T > 0.26$ eV, which means our thermal axions will be decoupling from the thermal bath while relativistic. If the axion mass is on the larger side though, they may end up redshifting down to non-relativistic speeds given enough time. This is the case if the axion mass is $m_\alpha \gtrsim 1$ eV, where we would consider the $C_\alpha B$ to be a form of “hot dark matter”—a component that behaves like matter at late times, but was initially produced while relativistic and so free-streamed during early structure formation. Hot dark matter is imprinted on the matter power spectrum because it is able to escape small-scale structures that have begun gravitational collapse while it is still free-streaming relativistically. A hot dark matter component is tightly bound to be a tiny fraction of the cosmic energy budget thanks to probes of the distribution of matter [352]. The $C_\alpha B$ doesn’t necessarily have to be hot dark matter though. If the mass of the axion is negligible compared to its thermal energy, then for much of cosmic history the $C_\alpha B$ constitutes a form of “dark radiation”, whose effects are imprinted much more subtly in the Universe’s thermal history, as I will come to soon.

Axions are now firmly ruled out as a hot dark matter candidate—which is to say that the mass is bounded to be so light that the $C_\alpha B$ never constitutes a matter component. Fig. 16 shows the matter power spectrum for $\Lambda$CDM which fits the data perfectly, and an illustrative example of the case when there is a population of thermally produced axions that were massive enough to become non-relativistic on cosmological timescales. Since this component of matter free-streams over much larger scales than the highly non-relativistic cold dark matter, a Universe with even a small amount of hot dark matter in it has noticeably less small-scale structure than one with none. Since the effect of a hot-dark-matter population of axions is identical to the cosmic neutrino background, if the neutrino masses are large enough, analyses that seek to set bounds on $m_\alpha$ must do so by assuming a model that includes both $m_\alpha$ and $\sum m_\nu$ as parameters. Studies doing this yield constraints at the level $m_\alpha \lesssim 0.5$ eV, see e.g. Ref. [353–355]. So axions are ruled out as hot dark matter, and therefore, a $C_\alpha B$, if it exists, is a form of dark radiation. This pushes us into thinking instead about the effects of a thermally-produced axion as an additional relativistic degree of freedom in play during the pre-CMB universe. As such, the rest of this section is devoted to showing how we can derive this constraint.

The effects of dark radiation are quantified and constrained via a cosmological parameter called
$N_{\text{eff}}$—the “effective” number of neutrino flavours. The way this parameter comes about is by writing down the overall energy density in radiation. In the Standard Model, the only forms of radiation we care about are our beloved photons and our $N_{\nu} = 3$ neutrinos, so this should be:

$$\rho_r = \rho_\gamma + \rho_\nu = \left[ 1 + \frac{\rho_\nu}{\rho_\gamma} \right] \rho_\gamma = \left[ 1 + \frac{7}{8} \left( \frac{T_\nu}{T_\gamma} \right)^4 N_{\text{eff}} \right] \rho_\gamma$$
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where I use Eqs.(10) to convert energy densities into temperatures for bosons and fermions—$N_{\nu}$ neutrinos contribute $\rho_\nu \propto 2 \times N_{\nu} \times \frac{7}{8} T^4$ compared to photons that contribute $\rho_\gamma \propto 2 \times T^4$. The factor $(T_\nu/T_\gamma) = (4/11)^{1/3}$ is the famous ratio between the cosmic neutrino background and cosmic photon background temperatures derived in Sec. 2.2 which arises because the photons get an extra injection from $e^+e^-$ annihilation after the neutrinos have already decoupled. Except: notice now that in the formula I didn’t put in $N_\nu$ for the number of neutrino flavours, but rather some “effective” number, $N_{\text{eff}}$ which is $\neq N_\nu$. Even though there are indeed only three flavours of neutrino in the Standard Model, the value we need for this calculation is not exactly three because (among several other corrections) the neutrinos haven’t totally fallen out of equilibrium with the rest of the bath by the time the temperature scale is roughly at the electron mass $T \sim 0.5$ MeV—for example, there is some amount of $e^+e^- \rightarrow \bar{\nu}\nu$ still going on. State-of-the-art calculations yield $N_{\text{eff}} = 3.0440 \pm 0.0002$ for the Standard Model, see e.g. Refs. [356–362].

If we now add some relativistic axions into the mix, we will need to include a third type of radiation:

$$\rho_r = \rho_\gamma + \rho_\nu + \rho_a = \left[ 1 + \frac{7}{8} \left( \frac{T_\nu}{T_\gamma} \right)^4 N_{\text{eff}} + \frac{1}{2} \left( \frac{T_a}{T_\gamma} \right)^4 \right] \rho_\gamma.$$  
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where the factor of $1/2$ is because axions only contribute one extra degree of freedom compared to the photon’s two. Since there could be any number of additional new particles contributing to $\rho_r$, in practice these are lumped into one, and early-Universe data like the CMB and BBN constrain a generic parameter called $\Delta N_{\text{eff}}$ which is how many extra degrees of freedom there are in units of a single neutrino. So since we are only adding one new degree of freedom described by some temperature $T_a$, then the parameter $\Delta N_{\text{eff}}$ is,

$$\Delta N_{\text{eff}} = N_{\text{eff}} - 3.044 = \frac{4}{7} \left( \frac{T_a}{T_\gamma} \right)^4 + \frac{8}{7} \left( \frac{T_a}{T_\gamma} \right)^4 \rho_a.$$  

(112)

I won’t get into exactly how the CMB gives us access to $\Delta N_{\text{eff}}$ here\(^{42}\), but in a nutshell these are general implications of a value of $\Delta N_{\text{eff}} > 0$. The main effect is that more radiation enhances the expansion rate during radiation domination and also extends its duration, lowering the redshift of matter-radiation equality in the process. An enhanced expansion rate acts to shrink the size of the sound horizon projected on the sky, shifting the CMB’s peaks to smaller scales. It also increases the amount of diffusion of radiation out of the smaller fluctuations, and so suppresses the amplitude of the power spectrum further at high $\ell$ through Silk damping [365]. The latter two effects are

\(^{42}\)I’d recommend lectures by Green [363] as an excellent pedagogical introduction to this physics, and Ref. [364] for a timely discussion of recent progress in the physics of dark radiation.
somewhat coupled together—because the \( \ell \) of the first acoustic peak is so well measured, values of \( N_{\text{eff}} \) are best tested through the latter effect on the damping tail. In doing so, the inferred value of \( H_0 \) will necessarily have to shift slightly to keep the peaks in the same position. Ultimately all of these effects must be very mild though (if they weren’t, we would have seen them already), so we really need precise measurements of the CMB power spectra at the very small scales/high-\( \ell \) where these effects are apparent to push the frontier of our knowledge forward \[366, 367\].

The Planck+BAO 2018 analysis measures \( N_{\text{eff}} = 2.99 \pm 0.17 \) \[21\], which is in agreement with a slightly less-precise value inferred from getting the abundance of the primordial elements correct within the framework of BBN: \( N_{\text{eff}} = 2.89 \pm 0.28 \) \[29\]. Moreover, both values are consistent with the Standard Model prediction within their uncertainties. So this means that anything like \( \Delta N_{\text{eff}} > 0.5 \) or so would have been spotted already in these analyses as a 2\( \sigma \) discrepancy with theory. We must make sure our thermal cosmic axion background doesn’t give us a \( \Delta N_{\text{eff}} \) larger than this. As we will see, imposing this constraint will give us an upper bound on the axion mass.

So going back to axions now, what we want to get out is a prediction for \( \Delta N_{\text{eff}} \). For a particle that was once in thermal equilibrium and then decoupled, it turns out that getting this answer requires nothing more than the temperature at which this decoupling occurred. Let’s say axions decouple very early on, before various expected phases of the Universe’s evolution like the electroweak or QCD phase transitions—in this case, the ratio \( T_a/T_\gamma \) will be small because the photons get all that extra injection from those eras while the axions miss out. On the other hand, let’s say the axions decoupled at a similar temperature to the neutrinos, then the only entropy injection they miss out on is from \( e^+e^- \) annihilation, and so the ratio \( T_a/T_\gamma \) will be bit larger, comparable to that of the neutrinos. In this scenario we observe \( N_{\text{eff}} \approx 3.044 \pm 1 \)—or we would, if this was not already wildly inconsistent with the Planck measurement of \( N_{\text{eff}} \approx 3 \). So we conclude already that axions must decouple before the neutrinos (if they were ever even in thermal equilibrium to begin with).

So if we want \( \Delta N_{\text{eff}} \) then the question we should be asking is: what temperature did the axions decouple from the thermal bath? Let us define decoupling first of all. Axions (or any particles) decouple when the rate of production and annihilation processes that keep them in equilibrium drops below the expansion rate of the Universe: \( \Gamma(T_d) < H(T_d) \). Plugging in the temperature dependence of the Hubble parameter during radiation domination, Eq.\( \text{(12)} \), we get:

\[
T_d \approx \left( M_{\text{Pl}}^2 \Gamma(T) \frac{90}{\pi^2 g_*(T_d)} \right)^{\frac{1}{2}}.
\]

only this is still an equation we must solve since the production rate \( \Gamma \) is probably going to be temperature-dependent.

So what is \( \Gamma \) for the QCD axion? The axion’s defining interaction is a vertex connecting the axion to two gluons. So we know that there will be \( gg \leftrightarrow g\phi \) going on, as well as processes involving quarks in the initial and final state like \( q\phi \leftrightarrow gq \) and \( a\phi \leftrightarrow q\bar{q} \). In fact, these processes will dominate at temperatures above the confinement scale \( T > 100 \) MeV where we have free quarks and gluons flying around. However, if we go towards temperatures around or below this scale, then axion interactions are better described using the axion-pion effective Lagrangian and we have \( \pi^+\pi^- \leftrightarrow \pi^0a \), but which also emerges from the axion-gluon interaction. This era actually turns out to be the one that is relevant for deriving the current bound on the axion mass because
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\( T_d \sim 100 \text{ MeV} \), but for the purposes of doing a simple calculation let us stay at high temperatures.

The general formula for the interaction rate is just the number density multiplied by the velocity-averaged cross-section:

\[
\Gamma = n_g \langle \sigma v \rangle ,
\]

where we put in \( n_g \) as the gluon number density for now, and just the \( gg \leftrightarrow g\phi \) process for simplicity.

To get \( n \) for a boson in thermal equilibrium we just do a similar integral to Eq.\((8)\) but without the factor of \( E \), which will give us the number density rather than the energy density. The result for 8 gluons is:

\[
n_g(T) = 2 \times 8 \times \frac{\zeta(3)}{\pi^2} T^3 ,
\]

where \( \zeta(3) \approx 1.202 \) is the Riemann-zeta function. The number density of fermions is the same up to an extra factor of 3/4. The process in question comes about from the interaction \( L = \frac{\alpha_s}{8\pi} f_a G \tilde{G} \), and the cross-section has the form\(^{43}\),

\[
\langle \sigma v \rangle \sim \frac{\alpha_s}{8\pi^2} f_a^2 ,
\]

which yields the decoupling temperature:

\[
T_d \leq \frac{\sqrt{s_a(T_d)} \pi^5 f_a^2}{2\sqrt{90}\zeta(3)\alpha_s^3 M_{Pl}} \approx 15 \times 10^{11} \text{ GeV} \left( \frac{f_a}{10^{12} \text{ GeV}} \right)^2 \approx 7 \times 10^9 \text{ GeV} \left( \frac{m_a}{100 \mu\text{eV}} \right)^2 .
\]

I put a “\( \leq \)” because this overestimates \( T_d \) on account of the fact we have considered only a single production/annihilation process. Adding more will increase the factor on the denominator and thus decrease \( T_d \). For example, including the processes involving quarks, we would instead get a value of \( T_d \approx 3 \times 10^{11} \text{ GeV} \) for \( f_a = 10^{12} \text{ GeV} \). To get the numerical value written above I have taken \( g_s(T_d) = 107.75 \) (+1 compared to the usual value at temperatures above the electroweak scale because we have added the axion) and \( \alpha_s^{-1}(10^{11} \text{ GeV}) \approx 30 \) from the running of the strong gauge coupling constant.

Even though this answer is fairly close to accurate estimates, if we want to do things properly we must account for all possible processes that could have kept axions in equilibrium with the Standard Model bath out of the primordial plasma. For some studies of the production rates arising from processes involving certain couplings see e.g.: Refs.\([368–371]\) for the Standard Model fermions; Refs.\([372, 373]\) for the gluon; and Ref.\([374]\) for photons. In general, however, concrete axion models are expected to possess whole sets of couplings to several particles at once, as studied in Refs.\([375–377]\) for example. The bounds I will quote towards the end of the section will be the ones derived in this spirit and apply to specific named UV-complete axion models like KSVZ or DFSZ. Nonetheless, it is still informative to compute bounds where only one coupling is “switched on” at a time, as in e.g. Refs.\([24, 370, 371, 378–381]\).

Another interesting thing to point out about Eq.\((117)\), is that it leaves open the possibility that the decoupling temperature could be \textit{higher} than \( f_a \). In this case, the axions are born decoupled—the thermal bath is never hot enough to maintain a thermal population, and so none of what I’m

\(^{43}\)In fact the cross section for the processes involving quarks will have essentially the same parametric dependence.
talking about ever applies to our Universe. We can see that $T_d > f_a$ will occur if $f_a \gtrsim 10^{12}$ GeV or $m_a \lesssim 6$ $\mu$eV, in which case there is no thermal background of axions. Similarly, if inflation occurs but only reheats the Universe to a temperature $T_{RH} < T_d$ then we also have no thermal axions.

Back to the matter at hand, since we know $T_d$ we can now go and relate this to $\Delta N_{\text{eff}}$. We arrive at this by writing down the formula for $\Delta N_{\text{eff}}$ in terms of a temperature ratio between the axion and photon,

$$
\Delta N_{\text{eff}} = \frac{4}{7} \left( \frac{11}{4} \right)^{\frac{4}{3}} \left( \frac{T_a}{T_\gamma} \right). \tag{118}
$$

To get $T_a$, we can enforce the conservation of comoving entropy density between two temperatures, e.g. between $T_d$ and the temperature of the photon bath today $T_0$. Recall Eq.(14), where I stated that the entropy density of the Universe is $s(T) = (2\pi^2/45)g_{\ast,s}(T)T^3$. Since we have axions in the mix, we will add $+1$ to $g_{\ast,s}$ when working it out at temperatures $T > T_d$, but at temperatures $T < T_d$ we only add $+(T_a/T)^3$ since the axions have fallen out of equilibrium. The conservation of comoving entropy density between $T_d$ and $T_0$ therefore states:

$$
s(T_d)a(T_d)^3 = s(T_0)a(T_0)^3,
\Rightarrow (g_{\ast,s}(T_d) + 1) T_d^3 a(T_d)^3 = \left( g_{\ast,s}(T_0) + \left( \frac{T_d}{T_0} \right)^3 \right) T_0^3,
\tag{119}
$$

where in the second step we set $a(T_0) = 1$. Since axions are decoupled for temperatures below $T_d$, this means their temperature today is just redshifted from their decoupling temperature: $T_a = a(T_d)T_d$. Writing $T_0 = T_\gamma$ as the temperature of the photon bath today we can rearrange to get:

$$
\frac{T_d}{T_\gamma} = \left( \frac{g_{\ast,s}(T_0)}{g_{\ast,s}(T_d)} \right)^{\frac{1}{3}}, \tag{120}
$$

where the $g_{\ast,s}(T)$ refers specifically to the entropic degrees of freedom in the Standard Model. Plugging this back into Eq.(118), we find that axions decoupling at $T_d$ will contribute the following amount to $\Delta N_{\text{eff}}$:

$$
\Delta N_{\text{eff}} = \frac{4}{7} \left( \frac{11}{4} \right)^{\frac{4}{3}} \left( \frac{g_{\ast,s}(T_0)}{g_{\ast,s}(T_d)} \right)^{\frac{4}{3}} \approx 0.027 \left( \frac{106.75}{g_{\ast,s}(T_d)} \right)^{\frac{4}{3}}. \tag{121}
$$

Since $g_{\ast,s}$ in the Standard Model is a constant for temperatures above the top-quark mass, $T_d \gtrsim 100$ GeV, we see that axions are actually guaranteed to contribute at least 0.027 to $N_{\text{eff}}$, if they were ever in thermal equilibrium.

The $\Delta N_{\text{eff}}$ contribution from thermally-produced axions as a function of the decoupling temperature is shown in Fig. 17. For comparison, I have shown the existing Planck bound at the 68% level, which rules out axions decoupling at temperatures lower than $\lesssim 0.1$ GeV—almost but not quite up to the QCD phase transition. I have also shown the forecasted 68% and 95% CL sensitivity expected from the upcoming CMB-Stage 4 program, which is the collective name for a series of ground-based CMB experiments that will map the high-\ell CMB sky to even greater precision [366, 367]. Tantalisingly, the minimal contribution to $\Delta N_{\text{eff}}$ expected from a thermal
Figure 17: The number of relativistic degrees of freedom added to the effective number of neutrinos active in the Universe when an axion (or any particle with one internal degree of freedom) decouples at some temperature, $T_d$. The longer the axions can remain in thermal equilibrium the more they will contribute to the radiation density of the Universe. If they can last as long as neutrinos do (down to $\sim 1$ MeV) then they contribute $\Delta N_{\text{eff}} \sim 1$, which is what this number is measured relative to. This case is confidently ruled out by Planck [21], and future CMB probes [366, 367] aim to be sensitive to any new particles freezing out in this manner.

The ultimate target is, therefore, to push down the precision to $\Delta N_{\text{eff}} \lesssim 0.027$ so that $T_d$ can be bounded to above the electroweak phase transition, which is the earliest point in time where we believe new degrees of freedom ought to have been created in the Standard Model. The axion background in the Universe is just about within reach. The ultimate target is, therefore, to push down the precision to $\Delta N_{\text{eff}} \lesssim 0.027$ so that $T_d$ can be bounded to above the electroweak phase transition, which is the earliest point in time where we believe new degrees of freedom ought to have been created in the Standard Model.45

So now let me briefly discuss a bit about the actual bounds. Increasingly stringent upper bounds on the axion mass under various model configurations have been derived over the years, beginning with Refs. [385–387] at the level of $m_a \lesssim 1–3$ eV. Sequential improvements in the

---

44This, of course, is by design—0.027 corresponds to the smallest increase to $N_{\text{eff}}$ for a 1-degree-of-freedom particle that was ever in thermal equilibrium.

45This statement is really resting on some quite big assumptions about cosmology, namely that the Universe was radiation dominated. Strictly we have no concrete handle on anything happening before BBN. It is quite possible for the Universe to have reheated to a temperature just above the minimal temperature allowed by BBN of $T_{\text{RH}} > 5$ MeV [272], or for there to have been a period of early matter domination. In other cosmological histories the axion mass bounds can be significantly relaxed [382–384].
extent and quality of cosmological datasets brought the bound down to the sub-eV level during the WMAP [353, 388, 389] and Planck eras [355, 390–392]. Beyond this, advancements in this area have been driven thanks to people endeavouring increasingly accurate computations of $T_d$ for realistic models. Some examples of recent sophistications include going beyond the assumption that decoupling happens instantaneously, and correctly computing the production rates while in the midst of a phase transition [377–379, 398, 399]. Another interesting case from recently is Ref. [400] who performed an analysis that also marginalised over alternative cosmological histories.

The frontier where the bound lies is now around the QCD phase transition, which means the simplifying assumption I made of axion production via gluons alone is not a good one. Relevant calculations of the production rate are those that are accurate at 100 MeV temperatures. While this fact has been appreciated for a long time, it was pointed out only relatively recently by Di Luzio et al. [401], that the existing calculations based on an extrapolation of the lowest-order chiral perturbation expansion of the axion-pion effective Lagrangian were not valid at temperatures above ~60 MeV. In the few years since then, people have been trying to remedy this situation. Two approaches have emerged: one that involves smoothly interpolating over the QCD crossover up to the regime where axion-gluon (rather than axion-pion) scattering dominates [377, 379, 399], and the other which is based on an empirical derivation of the $a\pi \rightarrow \pi\pi$ amplitude from experimental pion scattering data [398, 402]. The two methods were compared in Ref. [403] and shown to disagree by 4% at most, in terms of the value of $\Delta N_{\text{eff}}$. However the interpolation approach has been questioned in Ref. [398] which pointed out the importance of including strong sphaleron contributions at these temperatures. A full exploration of this regime within the context of lattice QCD is probably needed to finally settle this issue [404].

The state-of-the-art cosmological extraction of the thermal axion mass bound including all available data from BBN down to the CMB, and incorporating correct computations of the axion production rate around the QCD phase transition, results in mass bounds of $m_a < 0.28$ eV for the KSVZ axion and $m_a \lesssim 0.2$ eV at 95% CL [399]—the DFSZ case being marginally stronger due to the additional production channels open in that model [405]. Other bounds also based on the now-corrected production rates show general consistency with this [398, 403], with [403] quoting the strongest bound to date of $m_a < 0.16$ eV.

As expressed in Fig. 17, the situation stands to improve in the future [371, 406–408] thanks to CMB-Stage 4 [366, 367] which has as one of its central goals to make a sub-percent level measurement of the abundance of relativistic species in the universe. At this level of precision, even those axions decoupling at temperatures prior to the electroweak phase transition leave a hint of their existence in the data.

Let’s say instead that we pessimistically assume $N_{\text{eff}}$ remains consistent with the SM to that level of precision, mapping this constraint onto axion parameters leads to a potential bound of $m_a < 10^{-4}$ eV below which the couplings were simply not large enough for the axions to have ever thermalised. Thinking optimistically though, it is quite possible that we may reveal that there

---

46 That is for models with the usual KSVZ-like couplings. In models with suppressed couplings, like the ‘astrophobic’ models [393–396], the mass limits are weaker than this [397].

47 See the projections in Ref. [407] but note the strong dependence on the unknown reheating temperature of the Universe. As discussed earlier, if inflation ended and reheated the universe at a temperature below the temperature at which the axions would decouple then there is no population of thermal axions around to leave any imprints in
really are additional forms of dark radiation in the Universe! The one downside is the fact that this discovery is essentially encapsulated in a single number—a positive detection of $\Delta N_{\text{eff}} > 0$ does not necessarily tell us that the axion exists, only that there is some form of beyond-Standard-Model dark radiation. It would nevertheless be a very promising nudge in the right direction, so these near-future constraints on $N_{\text{eff}}$ represent one of the most exciting tests of the axion we will have gotten for many years.

Having covered most of what there is to say about the axion mass bounds derived from thermal production, there is one more tangent it is worth going off on that is related to this subject. If things conspire in such a way that the early universe did indeed create a large population of thermally produced axions, then even if we can’t see their imprints in data, they should still be flying all around us in the Universe right now, just like the cosmic background of photons and neutrinos. In fact, with all the numbers we have worked out already, it is very simple to see how substantial this CaB will be at the present day. We just use the formula for the number density of bosons with 1 degree of freedom as a function of their temperature:

$$n_{\text{CaB}} = \frac{\zeta(3)}{\pi^2} T_a^3 = \frac{1}{2} n_\gamma \left( \frac{g_{*,s}(T_0)}{g_{*,s}(T_d)} \right) = 7.5 \text{ cm}^{-3} \left( \frac{106.75}{g_{*,s}(T_d)} \right).$$ (122)

In the second step, I have brought in $n_\gamma = 411 \text{ cm}^{-3}$, which is the present-day number density of CMB photons. Just like the CMB, the CaB will be distributed in energy with a redshifted Black Body spectrum:

$$\frac{d\rho_{\text{CaB}}}{d\omega} = \frac{\omega^3}{\pi^2 (e^{\omega/T_a} - 1)},$$ (123)

The peak frequency of a Blackbody at temperature $T$ is $\omega_{\text{peak}} = 2.8T$, which for the cosmic axion background is:

$$\omega_{\text{peak}} = 2.8T_a \approx 2.8T_\gamma \left( \frac{g_{*,s}(T_0)}{g_{*,s}(T_d)} \right)^{\frac{1}{3}} = 218 \mu\text{eV} \left( \frac{106.75}{g_{*,s}(T_d)} \right)^{\frac{1}{3}},$$ (124)

whilst this turns out to be within the frequency range of a few proposed searches for axions as galactic dark matter, unfortunately, the energy density is shockingly low. Even if the whole spectrum could be somehow collected in a single instrument, we still have to contend with the fact that $\rho_{\text{CaB}} = \frac{\pi^2 n_{\gamma} T_a^4}{30} = 10^{-12} \text{ GeV cm}^{-3}$—11 orders of magnitude smaller than the galactic dark matter density. At the moment it is not clear to me if our chances of ever detecting the CaB directly are as dim as they are for the CMB [409, 410].

Keep in mind that the only parameter controlling $\rho_{\text{CaB}}$ here is $T_d$ so there is little room for ALP models with enhanced couplings to make up the numbers and enable detection. The only way a detectable CaB might exist is if there are processes that can generate a relic population of axions other than thermal contact with the Standard Model, for example the decays of some heavier parent particle at early times. There have been discussions about this, e.g. Refs. [411–415], and even attempts at direct detection [416], however the readily-detectable models at the moment typically require that the heavier particle also makes up the dark matter and its subsequent decays into axions.

cosmological data.
over the age of the Universe cause a background of them to build up [415, 417, 418]. Many other examples of diffuse axion backgrounds were catalogued recently in Ref. [419].

Another class of cosmological background for axion-like particles was explored in Ref. [420, 421]—the so-called “irreducible axion background”. Here the axions are also thermal relics, but of a different type—ones which are said to “freeze-in” to the Universe as opposed to the “freeze-out” mechanism we have been working through. Axions freeze in when the processes coupling them to the Standard Model bath are so feeble that they just accumulate in the Universe gradually and out of thermal equilibrium. Within certain parts of the parameter space of a keV–MeV scale ALP coupled to the photon, such an abundance could build up in sufficient amounts through processes like $\gamma e \rightarrow ae$, $\gamma\gamma \rightarrow a$ or, $e^+ e^- \rightarrow \gamma a$. It is then possible the subsequent decays of this population back into photons over longer timescales could be observable in the form of excess energy injection, or as an anomalous X-ray emission line in the local universe.\footnote{In fact this argument represents one of the strongest constraint on the axion-photon coupling for keV-MeV mass ALPs that does not rest on any assumption about the nature of dark matter. This is the part of the green bound in Fig. 19 that stretches downwards diagonally.} As with all of the other thermal axion bounds I have been discussing, the critical question is: what is the maximum temperature the Universe reached prior to BBN? However, Ref. [421] argue that even in the minimal case where the reheating occurs just above the temperature allowed by BBN ($T_{RH} = 5$ MeV) \footnote{In fact this argument represents one of the strongest constraint on the axion-photon coupling for keV-MeV mass ALPs that does not rest on any assumption about the nature of dark matter. This is the part of the green bound in Fig. 19 that stretches downwards diagonally.} there is still a residual abundance of freeze-in axions that would have been detected in some parts of parameter space—hence the “irreducible” axion background.

5. Cosmological bounds on ultralight axions

Having now discussed the upper limit on the axion mass that we can derive using cosmology, we will now head down to the complete opposite end of the spectrum. We are back to discussing the dark matter of the Universe, but when we enter the ultralight regime we really have to confront the concepts that I introduced at the beginning of Sec. 3—the concept of wave-like dark matter.

5.1 Wave-like dark matter

To refresh your memory, wave-like dark matter is when we model the dark matter in terms of a macroscopically occupied state of some large population of bosons, which mathematically can be expressed straightforwardly in terms of a classical field. We can write down the equation,

$$\phi(x, t) \approx \frac{\sqrt{2 \rho_{DM, local}}}{m_\phi} \sin\left(m_\phi t + m_a \frac{1}{2} v^2 t + m_a v \cdot x\right).$$

if we want to know the value of the field at some point in space and time. Since a dark matter population will be described with a phase space distribution in terms of position and velocity, this single sine can only be accurate for describing the field on short timescales and distances. If we imagine the dark matter has some spread in velocities $\sigma_v$, then its wave-like nature implies that when we compare field values between two spatially or temporally separated points, those two
values will be out of phase with each other if those separations are larger than,

$$\tau_{\text{coh}} = \frac{2\pi}{m_a v \sigma_v} = 3.2 \text{ Myr} \left(\frac{10^{-22} \text{ eV}}{m_a}\right) \left(\frac{167 \text{ km/s}}{\sigma_v}\right) \left(\frac{220 \text{ km/s}}{v}\right),$$  \hspace{1cm} (126)

and,

$$\lambda_{\text{coh}} = \frac{2\pi}{m_a \sigma_v} = 0.72 \text{ kpc} \left(\frac{10^{-22} \text{ eV}}{m_a}\right) \left(\frac{167 \text{ km/s}}{\sigma_v}\right).$$  \hspace{1cm} (127)

The numerical value evaluated for $\lambda_{\text{coh}}$ is intended to be thought-provoking in the context of dark matter.

When we start thinking about the concept of low-mass wave-like dark matter in general, we will naturally be led down the path of thinking about ultralight dark matter. How small can the dark matter mass be? The limiting factor in answering this is precisely $\lambda_{\text{coh}}$—which can be thought of as the physical size of the eponymous waves of wave-like dark matter.\(^{49}\) In the equation above I plugged in $m_a = 10^{-22} \text{ eV}$: dark matter candidates with masses this light are often classed as “fuzzy dark matter” to distinguish them from CDM—at this scale, the wave-like characteristics start to exhibit themselves on scales comparable in size to the cosmic structures they form [198, 423–425]. Fuzzy dark matter and CDM universes look very different, so we must understand which picture is correct.\(^{50}\)

Because the lighter you go, the larger the dark matter waves get, it is clear that dark matter cannot be a particle with an arbitrarily small mass. We invented dark matter because we needed a way to explain why structures like galaxies form and look the way they do. In fact, our entire conception of why the large-scale structure of the cosmos even exists is a direct result of the initial gravitational collapse and subsequent hierarchical merging of dark matter halos. So a very minimal requirement we can enforce on our fuzzy dark-matter model is that these waves aren’t bigger than the smallest structures we need them to fit inside. This puts a relatively strict bound on dark matter models having masses less than around $10^{-22} \text{ eV}$, where its wavelength is already bigger than things like dwarf galaxies which have $\mathcal{O}(\text{kpc})$ radii and contain lots of dark matter.

In spirit, this is how we can set a lower bound on the mass of ultralight axions. To set a robust exclusion limit though, we need to understand more concretely what fuzzy dark matter halos look like and compare that with data. Specifically, we want to know whether or not the structures and abundances of fuzzy halos are distinct in any way from the ones formed by plain-old collisionless CDM. Recall the discussion at the end of Sec. 2.4: standard cosmology really does fit practically all of the cosmological data very well and with no sign that we require any additional parameters beyond the 6 of $\Lambda$CDM. Dark matter may differ from CDM in some interesting way, but at the very least it should reproduce what CDM already succeeds in explaining.

There has been a lot of recent progress in understanding the nature of fuzzy dark matter and there are several important lower bounds on $m_a$ that people have now drawn. I think many would argue that an extremely fuzzy dark matter cosmology is probably at the cusp of being ruled out—which is to say that the dark matter could be a very light particle, but not so light that this fuzziness

\(^{49}\)However see Ref. [422] for an interesting alternative viewpoint on deriving a minimum dark-matter mass.

\(^{50}\)There are some historically noteworthy papers from decades ago introducing this idea [59, 215, 426], predating the recent resurgence in interest towards wave dark matter by several decades.
Figure 18: A toy-model simulation of a clump of ultralight axions evolved under the Schrödinger-Poisson equations. The Schrödinger-Poisson equations govern the evolution of the envelope of the field’s oscillations, $\psi$, rather than the value of the oscillating field itself, see Eq. (128). The left-hand panel shows the density, which is related to the amplitude of this complex envelope, while the right panel shows the phase $\vartheta$, where $\nabla \vartheta$ is interpreted as the dark-matter velocity. The density is shown as a projection through the box, whereas the phase is only shown as a slice through the middle of the box.

is made apparent on the scale of galaxies. As you can already see from Eq. (127), as we increase the dark matter mass, these waves will shrink, which means the fuzziness becomes too small to see. At this point fuzzy dark matter converges on cold dark matter from the perspective of any realistic astronomical observation. $^51$

5.2 The Schrödinger-Poisson system

Now we delve a bit further into the physics of fuzzy dark matter. The starting point is to understand how an ultralight bosonic field evolves under its own gravity. The relevant equation for this is aptly named the “Schrödinger-Poisson” equation, something I mentioned when discussing miniclusters in Sec. (3.3.3) but did not write down. Let us see now where this comes from.

First of all, we need a better description of the field for this new context. Equation (125) above might be fine for describing the field over short distances $^52$ but for most situations in astrophysics and cosmology, we don’t really care about the microscopic oscillations $\sim \sin(m_a t)$, but the large-scale behaviour of a classical field composed of many interfering modes. So we roll out the usual WKB trick of factoring out the fastly-oscillating parts and focus our attention towards some envelope, $\psi$, that we assume is slowly varying compared to the oscillations: $\dot{\psi} \ll m_a \psi$ and $\psi \ll m_a \dot{\psi}$. The real

$^51$In fact, this hand-wave statement has a solid mathematical underpinning. It can be shown that the limiting behaviour of the equations describing fuzzy dark matter as $1/m_a \rightarrow 0$ is to transform into the Vlasov-Poisson equation for a self-gravitating gas of collisionless particles. This is referred to as the Schrödinger-Vlasov correspondence $[427]$. $^52$and indeed it will show up once again when we talk about direct detection which is a small-scale situation.
Axion cosmology
Ciaran A. J. O’Hare

classical field $\phi$ in terms of this new one $\psi$ is written as,

$$\phi = \frac{1}{\sqrt{2m_a}} \left( \psi e^{-ima t} + \psi^* e^{ima t} \right),$$

(128)

where $\psi(x, t)$ is now a complex scalar field whose spatial and temporal variations will encapsulate fluctuations and motions of the dark matter on scales much larger than the field’s Compton wavelength, $1/m_a$. We can get the energy density of the field by taking the amplitude:

$$\rho = m_a |\psi|^2,$$

and this energy density will source a Newtonian gravitational potential $\Psi$ on sub-horizon scales. This gravitational potential then also feeds back into the equation of the motion for the waves in $\psi$, and this is encapsulated in a coupled system of equations of motion—the Schrödinger-Poisson equations.

To get these equations, we first extract the equation of motion for $\phi$ in a similar way to the beginning of Sec. 3.1.1, except now we implicitly include a gravitational coupling by giving our underlying metric some scalar perturbations, $\Phi$ and $\Psi$, which in the Newtonian gauge gives us:

$$g_{\mu\nu} = \text{diag}\{-(1 + 2\Psi), 1 + 2\Phi, 1 + 2\Phi, 1 + 2\Phi\}.$$  

(129)

For brevity I will ignore the $a(t)$ that would usually go in front of the spatial diagonal when working in the cosmological setting. As we will only be dealing with a non-relativistic scalar field with no anisotropic stress, the energy-momentum tensor tells us that $\Phi = -\Psi$, and so we can just use the Newtonian potential, $\Psi$.

It takes a little extra work, but solving the Euler-Lagrange equation for a massive scalar field with this metric will result in the same Klein-Gordon equation as before,

$$\Box \phi - m_a^2 \phi = 0,$$

(130)

but where all of the details about the gravitational coupling of the field are stored in the d’Alembertian which is now,

$$\Box = \frac{1}{\sqrt{-g}} \partial_\mu \left( \sqrt{-g} g^{\mu\nu} \partial_\nu \right) = -(1 - 2\Psi) \frac{\partial^2}{\partial t^2} + 4\dot{\Psi} \frac{\partial}{\partial t} + (1 + 2\Psi) \nabla^2.$$  

(131)

where $\sqrt{-g} \approx 1 - 2\Psi$, and $g^{\mu\nu} \approx \text{diag}\{-(1 - 2\Psi), 1 + 2\Psi, 1 + 2\Psi, 1 + 2\Psi\}$, and we work to linear order in the metric perturbation, ignoring any $\Psi^2$ and $\Psi \Psi$. We then rewrite Eq.(130) in terms of our complex envelope field $\psi$, and enforce our assumption that $\dot{\psi} \ll m_a \psi$ and $\ddot{\psi} \ll m_a \dot{\psi}$. After some more work, this yields something that looks very much like a Schrödinger equation:

$$i \partial_t \psi = -\frac{1}{2m_a} \nabla^2 \psi + m_a \Psi \psi,$$

(132)

$$\nabla^2 \Psi = 4\pi G_N (\rho - \bar{\rho}).$$

where in the second line I have just written out Poisson’s equation for a scalar perturbation over a cosmological background density $\bar{\rho}$. Because $\rho = m_a |\psi|^2$ these two equations are coupled, and together they make up the Schrödinger-Poisson system.
In Fig. 18 I show a visual illustration of the behaviour of an initially smooth-ish and Gaussian-ish clump of axions evolved under the Schrödinger-Poisson equations. The clump collapses under its own gravitational attraction as expected from the Poisson part of the system, however on top of this clump are imprinted distinct “granules” which arise because of wave-interference governed by the Schrödinger part of the system. The left-hand panel shows the density $\rho \propto |\psi|^2$, whereas the right-hand panel shows the phase of the complex field, which, as we will see in a moment, gives us information about the velocity of the dark matter at that position. In the centre of the image, there is a small and very dense region, which is yet another interesting feature of fuzzy dark matter halos known as a soliton.

A further manipulation that people often do is to rewrite this complex envelope in terms of some more physically interesting variables: the energy density $\rho$ and a velocity $v$ [428–430]. They are related to the original field via,

$$\psi = \sqrt{\frac{\rho}{m}} e^{i m a} \theta,$$

where the gradient of this new phase gives the velocity,

$$v = \nabla \theta.$$

This is called the Madelung transformation. We can plug this into the Schrödinger equation, and separate the imaginary and real parts to get two new equations, which are respectively:

$$\dot{\rho} + \nabla \cdot (\rho v) = 0,$$

$$\ddot{v} + (\nabla \cdot v)v + \nabla \left( \Psi - \frac{\nabla^2 \sqrt{\rho}}{2 m^2 \sqrt{\rho}} \right) = 0.$$

These are reminiscent of equations that appear in the context of fluid dynamics—the first one expresses the conservation of mass, and the second is the conservation of momentum.

The only conspicuous term in the Schrödinger-Poisson system in the fluid description is the last one: $\nabla (\nabla^2 \sqrt{\rho} / \sqrt{\rho})$. This is one of the defining features of wave-like dark matter and is often referred to in the literature by a slightly unusual bit of terminology: “quantum pressure”. While the quantumness and pressuriness of this term are debatable, it is nonetheless related to wave dynamics, and does act a bit like a pressure in the sense that it appears in the equation above with the opposite sign to the Newtonian potential and so counteracts gravity. It also enters proportional to $1/m^2$, meaning it will be increasingly relevant in the dynamics for ultralight masses while being unimportant for heavier dark matter on the same spatial scale. Because it counteracts gravity when the spatial gradients are large, the role played by the quantum pressure is to set the scale below which perturbations in the dark matter cannot grow.

To see this explicitly we must go through a bit of linear perturbation theory rigmarole that is outlined in more detail in Ref. [431]. We write out the density in terms of a perturbation around the average background density: $\rho = \bar{\rho} (1 + \delta)$, and see how the fluid equations written above will

---

53To get the second line out of the equation for the real component, you also need to take its spatial derivative.
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dictate the evolution of those perturbations. In terms of \( \delta \), they are,

\[
\dot{\delta} + \mathbf{v} \cdot \nabla \delta + (1 + \delta) \nabla \cdot \mathbf{v} = 0, \\
\dot{\mathbf{v}} + (\mathbf{v} \cdot \nabla) \mathbf{v} + \nabla \left( \Psi - \frac{\nabla^2 \sqrt{1 + \delta}}{2m_a^2 \sqrt{1 + \delta}} \right) = 0.
\]  

(136)

The trick to proceed from here is to go into Fourier space, which essentially just entails converting all the derivatives into \( ik \). After doing this and keeping everything at first order in \( \delta \) and \( v \), the equations become:

\[
\dot{\delta}_k + ikv = 0, \\
\dot{v} + ik\Psi + \frac{i k^3 \delta_k}{4m_a^2} = 0.
\]  

(137)

Now we can use the fact that in Fourier space Poisson’s equation can be written \(-k^2 \Psi = 4\pi G N \bar{\rho} \delta_k\). Plugging this in for \( \Psi \), and taking the time derivative of the first equation, we can combine them both into one 2nd-order differential equation for \( \delta_k \):

\[
\ddot{\delta}_k + \left( \frac{k^4}{4m_a^2} - 4\pi G N \bar{\rho} \right) \delta_k = 0.
\]  

(138)

If you have read Sec. (3.3.3), this is (almost) exactly the same equation of motion for an axion density perturbation that I was quoting in the context of miniclusters. In fact the only difference from this previous instance is that here we have not incorporated the background cosmological expansion for simplicity. It is a useful exercise to go back and repeat the derivation with the \( a(t) \)'s in the metric. If you do that you will get one extra term which corresponds to the Hubble friction\(^{54}\), and every \( \nabla \) will become a \( \nabla/a \):

\[
\ddot{\delta}_k + 2H \dot{\delta}_k + \left( \frac{k^4}{4m_a^2 a^2} - 4\pi G N \bar{\rho} \right) \delta_k = 0.
\]  

(139)

where \( k \) is now comoving momentum. It is a direct result of the scaling symmetry of the Schrödinger-Poisson system that we can use this same equation to describe the behaviour of \( \mu \)eV-scale axions on AU–pc scales as we can \( 10^{-22} \) eV-scale axions on kpc–Mpc scales.

The key feature of this equation is the final term proportional to \( \delta_k \), which changes sign for wavenumbers below the Jeans wavenumber, \( k_J \), defined by,

\[
k_J = \left( 16\pi G a \bar{\rho} \right)^{1/4} m_a^{1/2} = 66.5 \text{ Mpc}^{-1/4} a^{1/4} \left( \frac{m_a}{10^{-22} \text{ eV}} \right)^{1/2} = 8.7 \left( \frac{1 + z_{\text{eq}}}{1 + z} \right)^{1/2} \left( \frac{m}{10^{-22} \text{ eV}} \right)^{1/2} \text{ Mpc}^{-1}.
\]  

(140)

Interestingly, this is the exact same numerical value as we got for the typical Jeans mass for the QCD axion—except for the unit, which is now inverse Mpc as opposed to inverse mpc.

Again, the idea with the axion Jeans scale is that if you’re a mode with a wavelength larger than the Jeans length \( L > 2\pi/k_J \), gravity dominates over the gradient pressure term, but when you’re below it \( L < 2\pi/k_J \), the pressure dominates and halts any further gravitational collapse.

\(^{54}\)You will also need to assume \( m_a \gg H \).
You can think of it like Heisenberg’s uncertainty principle. If we tried to confine our dark matter waves into too small a space, then Heisenberg tells us the spread of momenta has to grow. But if it grows to the point of the dark matter exceeding the local escape speed, then that dark matter is no longer gravitationally bound, and we don’t have a halo anymore.

Solving the equations properly, beginning from the adiabatic initial perturbations of matter, this heuristic understanding is demonstrated. Fuzzy dark matter has suppressed levels of structure relative to cold dark matter at scales close to a cut-off that is proportional to $m_a^{-1/2}$ [423, 425]. Reference [423] provides a handy formula that captures the level of suppression in the present-day linear matter power spectrum in a fuzzy dark matter universe compared to a CDM one:

$$P_{FDM}(k) = T_{FDM}^2(k) P_{CDM}(k),$$

where the ‘transfer function’ for fuzzy DM with respect to CDM is parameterised as,

$$T_{FDM} \approx \frac{\cos x^3}{1 + x^8} \text{ with, } x = 1.61 \left(\frac{m}{10^{-22} \text{ eV}}\right)^{1/8} \left(\frac{k}{k_J(z_{eq})}\right).$$

This is what was used to make the dotted line in Fig. 3.

A test of the fuzzy dark matter hypothesis then involves hunting for any evidence of suppressed structure growth below some scale [423]. The smaller scales you can probe down to, the larger the value of $m_a$ you can test. If things all look normal down to the limits of your observations, then you set a bound instead, and so far that’s what people have done, as I will discuss in the next section.

Before that though, one final matter to discuss is about axion stars. Just like on small scales in the QCD axion context, on very large scales we have the possibility for solitonic objects to form—stable configurations where the gradient energy pressure and gravity are precisely balanced. An example of one can be seen in the centre of the toy halo shown in Fig. 18. In this context, people don’t call them axion stars but rather refer to them as “cores” because the places they tend to end up are in the centres of galactic halos. The typical size of one of these solitons for a halo mass $M_h$ at the present day is [198, 207],

$$R_s = 0.16 \text{kpc} \left(\frac{10^{-22} \text{ eV}}{m_a}\right)^{1/3} \left(\frac{M_h}{10^{12} \text{ M}_\odot}\right)^{-1/3},$$

which, as expected, is comparable to the coherence length, Eq.(127), for a virialised halo around the Milky Way mass. This formula makes use of the fact that the mass of the solitonic core $M_c$ is proportional to the size of the halo they are embedded inside like $M_c \propto M_h^{1/3}$, but as discussed in Sec.(3.3.4) there is debate about this exact scaling.\textsuperscript{55} We will see next that the formation of dense kpc-scale cores turns out to be one of the reasons to take the idea of fuzzy dark matter seriously.

### 5.3 Lower bounds on the axion mass

I am not going to go through every single lower bound people have drawn on the fuzzy dark matter mass, but I’ll mention a few. A simple one to start with is the masses of halos. Structures

\textsuperscript{55}In fact, I have told something of an inverted history here—these relations were discovered first in the context of fuzzy dark matter cosmology, not in the context of miniclusters.
come in a range of sizes, from clusters, to galaxies, to dwarf galaxies. One way to implement the general idea I described above is to build a distribution of the halo masses of these objects and look for the way fuzzy dark matter would suppress the abundance of the smaller ones. While the matter power spectrum receives a suppression from fuzzy dark matter above some value of $k$, in terms of a halo mass function this maps onto a suppression in the numbers of halos below a certain mass. This could be observed on galactic scales using surveys [432–436]—the “halo mass function”—or using the dwarf galaxies that orbit around a larger host like the Milky Way—the “subhalo mass function” [47, 437]. The halo and subhalo mass functions have been used to set bounds at the level of a few $10^{-22}$ to $10^{-21}$ eV, respectively.

On the other hand, constraints on much larger scales like using the CMB typically reach $10^{-24}$ eV [438–441] but have the advantage that they apply exclusively to scales where linear perturbation theory works and so you only have to solve the Boltzmann equation as opposed to running N-body simulations. CMB constraints are also the most powerful for axions with masses even lighter than this which could serve as a candidate for dark energy.

However, linear perturbation can only get you so far, and the scales that are at the frontier of our measurements right now are already those where $\Delta^2(k) > 1$, and so perturbations are indeed evolving non-linearly, which requires simulations. Simulations of fuzzy dark matter have become increasingly sophisticated in a relatively short time (compare the earliest instance, Ref. [442] with the state-of-the-art like Refs. [443–445]), but it is still safe to say they are less well-developed than the exquisite hydrodynamic simulations that have underlined the success of the cold dark matter paradigm [446]. In particular, the role of baryons in influencing the dynamics of galaxies, especially in their inner regions, is not a minor one.

One of the most powerful techniques for mapping the small-scale distribution of matter on non-linear scales is via the so-called “Lyman-$\alpha$ forest” [39, 447]. The “forest” here is actually a forest of hydrogen absorption lines in the spectrum of some bright quasar shining at us from far off in the universe. Hydrogen only has one set of absorption lines, but when we look at quasars we see a whole forest of lines because the light has had to pass through the clouds of neutral hydrogen whilst continuously getting redshifted by the expansion of the universe. This moves the lines taken out earlier in their journey down the spectrum to lower wavelengths so there is always a fresh piece of the spectrum for the next cloud of hydrogen to eat. Eventually, the spectrum we receive has the spatial distribution of neutral hydrogen clouds along the line-of-sight imprinted onto it. So once armed with some understanding of how neutral hydrogen clouds trace the underlying matter distribution, we can use the Lyman-$\alpha$ forest to measure a 1-dimensional projection of the power spectrum. Importantly, the Lyman-$\alpha$ forest is nice because the resolution in terms of scale is governed by the resolution with which a spectrum can be measured—which is to say, very well.

Several groups have drawn constraints on the fuzzy dark matter mass using the Lyman-$\alpha$ forest, taking into account all of the various uncertainties coming from our limited knowledge of the intergalactic medium and reionisation, and using N-body simulations to predict the non-linear power spectrum. The results are at the level of

$$m_\alpha > 2 \times 10^{-20} \text{ eV (95\% CL)}$$

for the most recent study [448]—see also Refs. [449–451] for earlier ones. This represents one
of the strongest bounds on ultralight dark matter that I am aware of—but it could be argued this is still subject to astrophysical uncertainties. Reference [448] also made use of the results from hydrodynamic simulations with a range of assumptions about the fuzzy dark matter transfer function—this is a computationally demanding procedure but is enabled here through the use of a technique called emulation that allows a more efficient scan over the various parameter dependencies.

Although there are now strong bounds, I cannot move on without mentioning one of the major reasons why so many people are interested in fuzzy dark matter. Although CDM works well almost everywhere, it turns out that fuzzy dark matter has the promise of explaining the handful of cases where the CDM seems to fall short [452]. These are the so-called “small-scale problems” of cold dark matter—problems that are primarily those of inconsistency between simulations and observations [453, 454], with names like the ‘core-cusp’, ‘too-big-to-fail’, and ‘missing-satellites’. The status of these problems is still under some debate [455]. At least part of the problem was with the fact that early simulations did not include baryonic physics (supernovae, gas, space dust, even crazier space dust etc.), and once baryons were accounted for, some of the tensions were alleviated. Advancements were made on the observational side too: more of the faintest dwarf galaxies that lay just below the detection thresholds of earlier observations were eventually found.

The small-scale crisis that seems most naturally resolved by fuzzy dark matter is that of the core-cusp problem: CDM-only simulations of galaxies formed halos with central cusps to their density profiles, whereas observed ones had much shallower profiles and sometimes flat cores [456, 457]. As discussed above, one of the hallmarks of fuzzy dark matter halos is the formation of solitonic cores. Unfortunately, the physical size of the core is inversely proportional to the dark matter mass, so there is a conflict between the core-cusp issue wanting for a light mass to explain the sizes of cores, while the Lyman-\(\alpha\) forest tightly constraining the axion mass to be above \(10^{-21}\) eV in order to not underproduce small-scale structure [458].

Nonetheless, the phenomenology of the fuzzy dark matter scenario remains intriguing, and there are several other implications of the system that, if they can be understood properly, will allow much more precise tests of the model. For instance, one such phenomenon is the existence of fluctuating “quasiparticles” due to wave interference [460] as seen in Fig. 18. They have a physical size given by the coherence length and although they are transient in nature, they do correspond to real, physical enhancements in the local density of matter, and as a result, it is plausible they could jostle other forms of matter around. These wave interference effects could potentially heat up star clusters [461–464], modify the geometries of stellar streams [465], as well as influence the motions of heavy objects like black holes [466, 467], and even the central solitonic cores themselves [468]. Some bounds have been drawn based on these effects that are claimed to be slightly stronger than the Lyman-\(\alpha\) mass bound [469] and may reach up to a few \(\times10^{-19}\) eV, but it seems likely that a better understanding of the combined baryon+fuzzy-dark-matter system is needed before bounds based on physics inside baryon-rich environments can be fully trusted.

There are more interesting probes of the effects of fuzzy dark matter being suggested all the time. To list a few without going into much detail: using gravitational lensing to pick up small
halos or see the granules [471, 472]; high-precision mapping the halo mass function of neutral hydrogen clouds [474]; using galactic rotation curves [475], or measuring the heating up of the galactic disk [476]; tracking the orbits of stars around the supermassive black hole of the Milky Way [477]; or lastly, by measuring the local oscillations in the potential using low to mid-frequency gravitational waves [478–484]. Fuzzy dark matter has also been proposed as a possible solution to the so-called “final parsec problem” in simulations of supermassive black hole mergers [485, 486], where inspirals stall when they around a parsec apart due to the insufficient gravitational wave emission for orbits on those scales. The fact they cannot merge fast enough is a problem given the number of very massive black holes seen in the centres of modern galaxies. However, orbiting in the vicinity of a galactic solitonic core [487] or interactions with the ultralight dark-matter granules [488] could provide mechanisms to facilitate orbital decay.

What is promising in this field is that there are datasets forthcoming from a range of very fancy new astronomical facilities. Relevant for probing ultralight dark matter include the nascent JWST, the upcoming Euclid for surveying galaxies, future high-precision measurements of the cosmic microwave background [440, 489, 490], as well as large radio observatories like the giant Square Kilometre Array (SKA), currently being built in Australia [491]. The SKA will be able to uncover the universe’s history all the way up to the period of cosmic dawn when the first round of star formation was triggered [492, 493]. Projections for these promise to push the lower bound on the dark matter mass up to around $10^{-18}$ eV [494], but if we imagine masses much heavier than this then the fuzzy dark matter and cold dark matter universes do start to converge.

Perhaps then only a bit of the dark matter is fuzzy\footnote{A recent study suggested that a $\sim 10^{-22}$ eV fuzzy dark matter halo was a better fit compared to cold dark matter for reconstructing a quasar imaged multiple times by a galaxy cluster [473]. A precise mass was not given but unfortunately the range considered is firmly ruled out by other bounds.}, or maybe the fuzzy dark matter people have been modelling is too simplistic. Interestingly, the axiverse scenario that I mentioned a few times already would explain why our Universe contains ultralight axions. String theorists suggest that we should anticipate an entire spectrum of such states, including ultralight ones and ones with heavier masses. So the recent simulations of situations consisting of a mixture of fuzzy+cold dark matter [496–499] or multi-field ultralight axion scenarios [500–505] are very much warranted.

6. Searches for axion dark matter

Over the preceding sections, most of what I have been talking about are ideas for how we can engineer a particle like an axion to explain the dark matter we see across the Universe. Addressing this question first was essential because cosmological data is exquisite and makes it hard to argue with the list of known properties of dark matter, as small as that list may be. So it seems we can achieve that in a wide parameter space: an axion is a satisfactory candidate that, (1) minimally explains why $\Omega_{DM} h^2 = 0.12$; (2) explains why dark matter halos form across the wide range of scales they do; and (3) has signatures with which we might be able to distinguish it from other hypotheses about dark matter. But is just the bare minimum—we want to know if we have the right

\footnote{On that subject, there was a very recent hint of a tension in the linear matter power spectrum measured using CMB+BAO+Supernovae compared with the Lyman-$\alpha$ forest could be explained using a percent-level amount of ultralight axion dark matter [495].}
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Figure 19: A simplified panorama of the axion-photon coupling parameter space. Constraints are grouped together according to the level of assumption they work under: pure laboratory searches (red), searches for axions produced in astrophysical environments (green), direct searches for axions as dark matter around the Earth (blue) and indirect searches for axions as dark matter elsewhere in the Universe (grey). The canonical QCD axion falls within the yellow band. The different bounds are layered on top of one another in an intentional way—red supersedes green, which supersedes blue and grey. This is because of the levels of assumption being made in each case: the red and green bounds assume axions are produced from photons that we already know exist, whereas the blue and grey bounds require us to posit that axions make up 100% of the dark matter in the Universe. All data and a Python notebook to reproduce this plot can be found at Ref. [232].

answer, so we must go out and try to observe the innumerable quantities of axions we suppose are filling up the halos of galaxies across the universe, including the one in which we live.

So in this final section, I plan to highlight the ways people are using the ideas I introduced in previous sections to come up with tests of the axionic dark matter hypothesis. The main theme here is on looking for interactions that do not solely rely on the axion’s gravitational effects in the Universe, which was the focus of the previous sections. In the end, it is only a non-gravitational signature of the axion’s particle identity that will tell us we have got something right, and lead us into the next era of particle physics and cosmology.

I will cover many different ideas in this section, but the only unifying idea will be that we are using the axion’s coupling to the photon to try and test it.\[^{60}\] So we we will go back to the more

\[^{60}\] There are good reasons to want to look for axion dark matter through its other couplings, like those with the electrons or nucleons, but in the context of dark matter searches there are surprisingly few instances apart from a few direct detection experiments where a dark-matter bound can surpass the more stringent and more generic astrophysical bounds in terms of sensitivity (see e.g. Refs. [15, 232, 506, 507]) for summaries.
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phenomenological definition of the axion, in terms of the effective theory Eq.(102), and pick out the term involving the electromagnetic field strength, $F^{\mu\nu}$. Including this term in the Lagrangian for electromagnetism we get “axion electrodynamics”:

$$\mathcal{L} = -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} - J^\mu A_\mu + \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} m_a^2 \phi^2 - \frac{1}{4} g_{\alpha\gamma} \phi F^{\mu\nu} F_{\mu\nu}. \quad (145)$$

The interaction $-\frac{1}{4} g_{\alpha\gamma} \phi F^{\mu\nu} \tilde{F}^{\mu\nu}$ can be equivalently written in terms of electric and magnetic fields as $g_{\alpha\gamma} \phi E \cdot B$. To get this you put in the definition of $F$ in terms of electric and magnetic fields, and contract it with its dual, defined as $\tilde{F}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}$. The dual tensor is essentially the same object except you swap the electric and magnetic fields with a minus sign.

Working out the Euler-Lagrange equations gives us two equations of motion for the axion and the photon, which are:

$$\Box \phi + m_a^2 \phi = -\frac{1}{4} g_{\alpha\gamma} \phi F^{\mu\nu} \tilde{F}^{\mu\nu},$$
$$\partial_\mu F^{\mu\nu} = J^\nu - g_{\alpha\gamma} F^{\mu\nu} \partial_\mu \phi. \quad (146)$$

There are several interesting processes that this axion-two photon vertex can give us. One could be that axions decay into two photons, or alternatively, axions and photons could convert into one another in the presence of the virtual second photon provided by a pre-existing electromagnetic field. The former is often only useful in astrophysical settings because the rate at which decays happen is going to be extremely small. Whereas the latter is often more practical for a laboratory setting since electromagnetic fields are things we can make.

The combination of electric and magnetic fields that governs this interaction, $E \cdot B$, is quite peculiar. It violates $CP$, and nowhere does this appear in Maxwell’s equations—electric and magnetic fields are usually supposed to be perpendicular to each other. We can derive two of these Maxwell’s equations by writing out the photon’s equation of motion in terms of electric and magnetic fields, whereas the other two can be derived from the Bianchi identities: $\partial_\gamma F_{\alpha\beta} + \partial_\alpha F_{\beta\gamma} + \partial_\beta F_{\gamma\alpha} = 0$. Together they reveal the four axion-modified Maxwell’s equations,

$$\nabla \cdot E = \rho_q - g_{\alpha\gamma} B \cdot \nabla \phi,$$
$$\nabla \times B - \dot{E} = J + g_{\alpha\gamma} (B \phi - E \times \nabla \phi),$$
$$\nabla \cdot B = 0,$$
$$\nabla \times E + \dot{B} = 0. \quad (147)$$

From inspecting where the axion shows up here we see that it plays the role of an effective current and charge density: $J^{\mu}_{\text{eff}} = g_{\alpha\gamma} \left( -B \cdot \nabla \phi, B \phi - E \times \nabla \phi \right)$.

Solving these equations in different settings where we have electromagnetic fields along with the axion results in some quite interesting electrodynamics that are unique to the axion, and indeed many experiments looking for the axion directly exploit this violation of classical electromagnetism.\(^6\)

In Fig. 19, I have displayed the panorama of all constraints on the axion-photon coupling over 36 orders of magnitude in mass. It is important to emphasise the way that these constraints

\(^6\)In fact axion electrodynamics shows up in scenarios completely unrelated to particle physics, for example in a certain class of materials called topological insulators [508, 509].
have been grouped and layered. Red encodes bounds set by laboratory experiments where there are no assumptions being made other than the axion exists as a particle in Nature. Most of these experiments are classed as light-shining-through-walls experiments (e.g. [510–515]), but at high-enough masses, axions can undergo detectable decays after production in collider [516–521] and beam dump experiments [522–524]. In green, I show astrophysical bounds that arise because axions should be produced in plasmas like the Sun, white dwarfs or neutron stars, or would be visible undergoing mixing with photons as they propagate through astrophysical B-fields. These bounds are subject to astrophysical uncertainties, but there are a great many bounds here, and most are trustworthy to the level of an order of magnitude at the very least (if not much more for some of the stellar cooling arguments). Finally, in blue and grey, I show direct and indirect constraints on axions as a dark matter candidate. This is the largest assumption one can make here, and as a consequence, you can only self-consistently search for dark matter in the parameter space not excluded by the other dark-matter-independent bounds. This point is not a particularly subtle one in my opinion, yet it is one that is ritually ignored or brushed under the carpet in the literature.

The goal of this section is to go through the bounds filled in grey, where we are interested in the processes whereby dark matter axions can interact with photons in space in a way that makes them observable. I will group these different processes and searches primarily by the mass ranges that they are most effective at searching over, starting from the heaviest masses in Sec. 6.1 and ending with the lightest in Sec. 6.4. Then in the final Secs. 6.5 and Sec. 6.6 I will discuss the signatures associated with axion substructure and direct detection in the solar neighbourhood respectively.

6.1 Axion decay

The axion to two-photon coupling permits populations of axion dark matter residing in galaxies to occasionally decay into pairs of photons with energies \( \omega \approx \frac{1}{2} m_a + O(v^2) \) where \( v \) will usually be \( \sim 10^{-3} \) because cold dark matter is non-relativistic. The decay rate for this process is given by the formula,

\[
\Gamma_{a \to \gamma\gamma} = \frac{g_{a\gamma\gamma}^2 m_a^3}{64\pi}.
\]

(148)

The timescale associated with axion decay is therefore,

\[
\tau_{a \to \gamma\gamma} = \Gamma_{a \to \gamma\gamma}^{-1} = t_U \left( \frac{5.5 \times 10^{-7} \text{ GeV}^{-1}}{g_{a\gamma}} \right)^2 \left( \frac{1 \text{ eV}}{m_a} \right)^3,
\]

(149)

where \( t_U = 13.8 \) Gyr is the age of the Universe. The steep \( 1/m_a^3 \) dependence is why spontaneous axion decay is only a practical signal to look for in the case of axions at the heavier end of their parameter space.

A zoom-in on the part of the parameter space containing axion decay bounds from infrared to gamma-ray energies is shown in Fig. 20. The colour scheme used here is the same as in the panorama in Fig. 19: green is for bounds that do not assume axions are dark matter, and grey is for bounds that do. Axions with \( m_a \) or \( g_{a\gamma} \) lying above the line defined by \( \tau_{a \to \gamma\gamma} = t_U \) are trivially ruled out as a dark matter candidate since they wouldn’t survive until the present day in sufficient numbers. The various bounds displayed here can be broadly divided into two types that depend on
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Figure 20: A closeup of the ALP parameter space for heavy axions, relevant for searches based around axion decay to two photons as covered in Sec. 6.1. As in other plots of this parameter space, green colours are used for bounds that do not assume anything about dark matter, and grey is used for indirect detection constraints that assume axions make up 100% of galactic and cosmological dark matter. The constraints under the former category are from CAST [525, 526], the solar luminosity/neutrino bound [527], emission by globular cluster stars [330], solar axions trapped in the Sun’s gravitational basin [528, 529], gamma/X-rays from axions produced in supernovae and compact object mergers [530–535], and finally the irreducible cosmological background of axions produced under the minimal assumption about pre-BBN cosmology [421, 536]. The dark-matter decay bounds in order from infrared to gamma-rays are: JWST/blank sky [537], WINERED/dwarf galaxies [538], MUSE/dwarf galaxies [539], VIMOS/galaxy clusters [540], HST/cosmic optical background [541, 542], gamma-ray attenuation by background photons from axion decay [543]; axion energy injection affecting reionisation [544], the CMB [545, 546], and the gas temperature of Leo T [547]; and decay lines visible in spectra of the EBL [544], XMM-Newton [548], NuSTAR [549–551], eROSITA [552] and INTEGRAL [553]. All data and a Python notebook to reproduce this plot can be found at Ref. [232].

whether we are searching for axion dark matter decaying at early times (i.e. around recombination, reionisation etc.) or at late times (in nearby galaxies or the Milky Way).

6.1.1 Early decays

Before discussing some of the early-decay bounds, it is worth mentioning that cosmological bounds can be drawn on ALPs decaying to photons that do not require us to enforce they make up all of the dark matter. This works because, at some level, a population of ALPs is guaranteed to be produced even if we only switch on the coupling to the photon. They would be made from
processes like the inverse decay $\gamma \gamma \rightarrow \phi$, or Primakoff production $\gamma q \rightarrow \phi q$ in the hot bath of photons and quarks in the early Universe. The energy injection from the subsequent decays of those $\phi$ back into photons may then interfere with BBN, recombination, or reionisation if there was too many of them. These decay photons could also contribute an observable excess of photons on top of the CMB’s Blackbody spectrum (known as CMB spectral distortions) or to the integrated photon spectrum of the Universe (known as the extragalactic background light or EBL).

All of these considerations lead to tight bounds ALPs that decay during the various phases of the Universe’s evolution. The first comprehensive map of these constraints was presented in Ref. [544]. The only major uncertainty in drawing such constraints is related to the unknown temperature that the Universe was reheated to after inflation, as this dictates the duration over which these ALP populations could be produced via either the freeze-out [291, 354, 536, 554, 555] or freeze-in mechanisms [420, 421]. As discussed at the end of Sec. 4.3 there is an irreducible population of ALPs that arise when the reheating temperature is set to its minimal allowed value just prior to BBN, $T_{RH} \sim 5$ MeV [420, 421, 536]. The bounds on this irreducible population are shown in Fig. 20 in slightly brighter colours of green to distinguish them from the stellar/supernova axion bounds. It is possible to set tighter dark-matter-independent constraints on heavy ALPs coupled to photons than this, but only at the expense of additional model-dependence, see e.g. Ref. [536].

In the context of dark matter, our attention is drawn towards the part of Fig. 20 that lies below the line $\tau_{a \rightarrow \gamma \gamma} = t_U$ where axion dark matter halos wouldn’t expire before the present day. Even though these axions would be cosmologically stable, the bounds on them do not necessarily have to be weak. The act of enforcing that axions make up 100% of dark matter across the Universe implies that there is also a huge population of them out there which we can exploit to overcome their feeble decay rates.

If axions make up the dark matter and decay into photons they will inject energy into the Universe at a rate,

$$ \frac{dE(z)}{dtdV} \bigg|_{inj} = \rho_a (1 + z)^3 \Gamma_{a \rightarrow \gamma \gamma} . $$

The most powerful indirect constraints on axion decays come from considering environments that are especially sensitive to this injected energy. For example, one period of cosmic history that might be particularly sensitive to this is reionisation, especially when the decay photons are in the UV to soft-X-ray part of the spectrum. The fraction of ionised hydrogen as a function of cosmic time that is inferred via the optical depth felt by CMB photons passing through the era of reionisation from $z_{re} \approx 1100$ until today,

$$ \tau = \sigma_T \int_0^{z_{re}} dz n_e(z) \frac{d\tau}{dz} , $$

where $\sigma_T$ is the Thomson cross section and $d\tau/dz = (1 + z)^{-1} H(z)$ is the redshift dependence of proper distance along the line-of-sight. Since axions will inject photons that will ionise neutral hydrogen, they will shift the redshift dependence of the electron density $n_e$ away from standard cosmology. Keeping things consistent with the CMB requires a strong upper bound on the photon coupling for $m_a > 30$ eV where the decay photons are highly ionising to neutral hydrogen, as originally done in Ref. [544]. A later study that incorporated an analysis of spectral distortions in the cosmic microwave background measured by the FIRAS instrument on the COBE satellite.
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improved upon this bound slightly [556].

A pair of works also came out very recently that have derived a more refined cosmological constraint on early axion dark matter decays [545, 546], including the generation of ionisation measurable through the CMB, as well as the heating of the intergalactic medium using the Lyman-α forest. Both groups made use of the recently-developed DarkHistory code package [557] which calculates how the cosmic ionisation history is modified in the presence of exotic sources of energy injection. I have shown the bound from Ref. [546] in Fig. 20 labelled as “CMB”, which made use of the most recent version of the code, but the two are in broad agreement. In the near future, the cosmological energy injection bound stands to improve by another order of magnitude by mapping the distribution of neutral hydrogen during reionisation via its 21 cm emission [558, 559].

6.1.2 Late decays

If axions have lifetimes not too much longer than the age of the Universe and do make up the dark matter, then what we should see is all halos across the universe glowing very dimly with some as-yet-undiscovered line emission at a frequency given by half the axion mass. This is potentially a much more striking signal than searching indirectly for some source of extra heat, and it is one that astronomers already have the tools to look for. However, unlike the case of early decays where the entire Universe was our sample, we will necessarily be looking at a much smaller population of axions here. So we must play the statistical game—find environments where we have high densities of axions in one place and try to hunt for their emission lines very carefully in precisely measured, background-subtracted spectra.

A nice simple example to demonstrate how this works in practice is with dwarf galaxies. The Milky Way has many well-studied dwarf galaxies which have masses \( M \sim 10^6 \)–\( 10^9 \) \( M_\odot \) and half-light radii \( r \sim O(10^{–100}) \) pc. Those dwarf galaxies that are especially faint—so-called ultra-faint dwarfs—are some of the favourite objects of dark-matter hunters for several reasons. The primary one in this context is that they have huge amounts of dark matter relative to their size and don’t contain a very substantial luminous baryonic component whose emission might overpower a feeble dark-matter decay signal. This fact is encapsulated in the so-called mass-to-light ratio, measured in units of solar masses per solar luminosity. Ultra-faint dwarf galaxies have mass-to-light ratios in the ballpark of \( M/L \sim O(10^{2}–10^{3}) M_\odot/L_\odot \)—they are dark-matter-rich environments with low astrophysical backgrounds.

We can get an initial estimate of the flux of photons arriving at Earth from a nearby dwarf by doing,

\[
F \sim \frac{M_{\text{DM}}}{m_a} \frac{\Gamma_{a \rightarrow \gamma \gamma}}{4\pi d^2} \approx 8.8 \times 10^{-5} \text{cm}^{-2} \text{s}^{-1} \left( \frac{M_{\text{DM}}}{10^7 M_\odot} \right) \left( \frac{409 \text{kpc}}{d} \right)^2 \left( \frac{m_a}{3 \text{eV}} \right)^2 \left( \frac{g_{a\gamma}}{10^{-12} \text{GeV}^{-1}} \right)^2,
\]

(152)

where I have put in the total mass of dark matter, \( M_{\text{DM}} \), and the distance, \( d \), to the Leo T ultra-faint dwarf, which has a mass-to-light ratio of \( \sim 100 \) [560]. The photons are emitted at energies \( E_\gamma = m_a/2 \) which corresponds to wavelengths of,

\[
\lambda_\gamma = \frac{4\pi}{m_a} = 2.48 \mu\text{m} \left( \frac{1 \text{eV}}{m_a} \right).
\]

(153)
To estimate the expected sensitivity of some axion emission line hunt in a dwarf galaxy, we need to compare this to the background level in the region of interest. An interesting and simple comparison to make is with just the upper limit set by Ref. [561] on the surface brightness of the Leo T dwarf, obtained through observations using the MUSE infrared integral field spectrograph on the Very Large Telescope (VLT) in Chile. Their limit is \( < 1 \times 10^{-20} \text{erg/cm}^2\text{s/arcsec}^2 \) for extended line emission across the dwarf. We work out the expected surface brightness from axion line emission by multiplying the flux by the photon energy and dividing by the solid angle subtended by the dwarf: \( \Delta \Omega \sim 2\pi \theta^2 = 2\pi (r/d)^2 \) where \( r \sim 120 \text{ pc} \) is its radius. Doing that, we get,

\[
I \sim \frac{E_\gamma F}{\Delta \Omega} \sim 9 \times 10^{-21} \text{erg cm}^{-2} \text{s}^{-1} \text{arcsec}^{-2} \left( \frac{m_a}{3 \text{eV}} \right)^3 \left( \frac{g_{ay}}{10^{-12} \text{GeV}^{-1}} \right)^2 \left( \frac{M_{DM}}{10^7 M_\odot} \right) \left( \frac{120 \text{ pc}}{r} \right)^2,
\]

which implies that couplings below \( g_{ay} < 10^{-12} \text{GeV}^{-1} \) should be constrainable by this observation of Leo T, and by comparing with Fig. 20 we see this roughly matches the level of the MUSE bound derived from a detailed analysis [539, 562].

So how is this done beyond a back-of-the-envelope estimate? Firstly we need to rethink how we are adding up the dark matter. How do we know the value of \( M_{DM} \) to put in? This can be inferred from the kinematics of stars in the dwarf, but what we really get out of doing that procedure is how the dark matter is distributed throughout the object. This is a more useful thing to quantify anyway because in doing so we can make sure we are pointing our telescope at where the dark matter is.

To calculate the flux coming at us from some spatial distribution of dark matter parameterised by a density \( \rho(x) \) we consider some direction \( \hat{n} \) that we have pointed our telescope, and add up all of the dark matter we have along that line of sight. The more correct formula for the flux then becomes,

\[
\frac{d^2F}{dE_\gamma d\Omega} = \frac{\Gamma_{a\rightarrow\gamma\gamma}}{4\pi m_a} \frac{dN_\gamma}{dE_\gamma} D(\hat{n}) ,
\]

where \( dN_\gamma/dE_\gamma \) is the photon emission spectrum. The dark matter density is encapsulated in the so-called \( D \)-factor,

\[
D = \int_0^\infty ds \rho(s, \hat{n}) ,
\]

where \( s \) is a coordinate running from our location out to infinity in the direction of \( \hat{n} \).

The \( D \)-factors for Milky-Way dwarf galaxies are typically in the range \( \log_{10}(D/\text{GeV cm}^{-2}) = 15–17 \), see Ref. [563] for a list. But notice that this formula doesn’t actually contain any information about specific objects, it is just the cumulative density of dark matter between us and infinity. This makes sense because even when we point a telescope at a dwarf galaxy, there is nothing to stop us from simultaneously seeing the photons coming from all the dark matter in the Milky Way halo that happens to be decaying along that same line of sight.\(^{62}\) We can account for this straightforwardly by adding another component to the density in the \( D \)-factor, e.g by assuming a spherically symmetric NFW or cored profile for the Milky Way halo \( \rho_{MW}(r) \), and using \( r = \left( R_\odot^2 + s^2 - 2R_\odot s \cos \theta \right)^{1/2} \) for

\[^{62}\text{In fact, we should also see the dark matter decaying across the entire Universe as well. However, this is usually not dominant, and there is also the redshifting of the photons, which turns the flux from a narrow line into a spread-out distribution towards longer wavelengths.}\]
the galactocentric radius, where $R_\odot \approx 8$ kpc is the solar orbital radius and $\theta$ is the angle between $\mathbf{n}$ and the galactic centre.

Depending on the nature of the observation—e.g. the type of instrument being used, its spatial resolution, field of view, available integration time etc.—the best signal to noise may not come from looking at single objects like dwarfs, but from integrating over a large fields of view where there happens to be low backgrounds, and focusing instead on the expected diffuse line emission from the Milky Way halo that surrounds us. The $D$-factor for the Milky Way can reach values between

$$\log_{10}(D/\text{GeV cm}^{-2}) = 21–22,$$

peaking towards the galactic centre, so in many situations in fact this emission is expected to dominate the decay signal. In a few paragraphs when I will discuss a few bounds, several of these will have been obtained from this way through a “blank sky” approach, as opposed to targeting specific objects.

In Eq. (155) I wrote the spectrum of photons emitted by the dark matter in terms of a generic function $dN_\gamma/dE_\gamma$. It may seem like we have the answer for this already: $dN_\gamma/dE_\gamma = \delta(E_\gamma - m_a/2)$. However, if we adopted this assumption we would miss several effects that, depending on the instrument being used and the source of the dark matter, could be important.

One obvious effect a delta-function emission spectrum misses is the Doppler shifting and broadening of the line—the axions will not be precisely at rest and nor are we as observers. So we must account for the spread in dark-matter velocities—$\sigma_v \sim O(10 \text{ km/s})$ for dwarfs and $O(100 \text{ km/s})$ for dark matter in galaxies and in the Milky Way—as well as the fact that we are moving with respect to the galactic centre at a velocity $|v_\odot| \approx 248 \text{ km s}^{-1}$. The former Doppler effect will broaden the emission line while the latter will shift it up or down in wavelength slightly depending on the sign of $v_\odot \cdot \mathbf{n}$. On top of that, there will be the finite spectral resolution of the instrument, which will cause photons to be slightly mis-measured at different wavelengths, usually with some Gaussian spread around the true value. In most searches that I will mention in a few paragraphs, this spectral resolution dominates over the Doppler broadening. However, some new instruments, like the infrared spectrographs onboard JWST, have 0.1%-level resolution, which is sufficient to resolve the axion decay line in the case of the Milky Way emission [564].

The Doppler effect will also make $dN_\gamma/dE_\gamma$ direction and position-dependent in general. Another position-dependent effect is the presence of dust lying along the line of sight that acts to attenuate photons arriving from certain directions, especially those along the plane of the Milky Way. See Ref. [564] for how all of these effects can be combined together into an effective energy and direction-dependent photon emission spectrum for dark-matter decay.

I will now summarise the rest of the bounds appearing in Fig. 20, moving from the infrared to the hard X-ray. Several other searches for spontaneous axion decay lines at longer wavelengths can be found in the literature—in the microwave [565] and radio [566, 567] bands, for example—but unsurprisingly, these fall short of the stellar bounds on axions and so do not probe any self-consistent parts of parameter space.

**Infrared**: The first telescope bounds on axion decay at masses below 3 eV were set only very recently. Observations of the Leo V and Tucana II dwarfs using the WINERED infrared spectrograph on the Clay Telescope in Chile were used by Ref. [538] to cover the gap between 1.8–2.7 eV. As mentioned above, one of the most powerful space telescopes ever launched is operating right now in the infrared: JWST. An early bound on the Milky Way decay signal using 2000 seconds of
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blank-sky data was drawn in Ref. [537], whereas the full end-of-mission sensitivity was forecast in Ref. [564]. Projections for JWST observations of the dark-matter-rich Segue I dwarf have also been forecast in Ref. [568].

Optical: One of the earliest axion decay bounds, to my knowledge, was set in the 1990s by Refs. [569, 570] who observed several galaxy clusters in the optical using the Kitt Peak Observatory and managed to rule out the QCD axion in the 3–8 eV window (at the time this was much less constrained than it is now). A much more sensitive search for axions decaying in galaxy clusters was done 16 years later using the VIMOS multi-object spectrograph on the VLT in Ref. [540]. Much more recently, Refs. [539, 562] used data from a survey of ultra-faint dwarfs using the MUSE integral-field spectrograph (also on the VLT). Slightly higher masses than this fall within the sensitivity of the famous Hubble Space Telescope (HST), but while there do not seem to be any dedicated axion line hunts using HST data, Refs. [541, 542] set bounds in the 5–20 eV window by excluding any anomalous contributions to the cosmic optical background light [571]. In particular, they use the fact that axion decay across the Universe should generate anisotropies that are distinct from those of astrophysical foregrounds like the Zodiacal light. A semi-related idea employed by Ref. [543] involves indirectly searching for the axion contribution to the cosmic optical background via the way it would attenuate fluxes of very high-energy gamma-rays through $\gamma\gamma \rightarrow e^+ e^-$ pair-production. This attenuation can be extracted from the redshift-dependence of the flux of powerful gamma-ray emitters like blazars, and this can be used to set bounds on any extra contributions to the EBL.

X-ray: One of the first examples of a constraint on keV-mass axion decay is from Cadamuro and Redondo’s 2011 catalogue [544], where they estimated a bound from published X-ray background data available at the time. Since then, there have been more dedicated searches for dark-matter emission lines using data from the handful of X-ray space telescopes that are available. In particular, XMM-Newton [548], and NuSTAR [549–551] are sensitive across 1–100 keV energies and constraints have been derived using observations of a variety of different objects, including blank sky observations [548]. The INTEGRAL space telescope on the other hand covers the hard-X-ray gap between NuSTAR and the gamma-ray observatory Fermi. The highest-mass axion-decay bound appearing on the plot was derived from INTEGRAL data in a $95^\circ \times 95^\circ$ region around the galactic...
centre by Ref. [553]. Some forecasts have been made for in-progress, forthcoming, or concept X-ray telescopes like XRISM [583], the Line-Emission Mapper [584], eROSITA [585, 586] and THESEUS [587]. In fact, a constraint has already been derived from an early release of data from the eROSITA all-sky X-ray survey by Ref. [552], which appears in Fig. 20.

There is one final late decay bound appearing in Fig. 20 that operates slightly differently. Like Refs. [539, 562], it also makes use of the Leo T dwarf, but is not a direct search for a decay line. Leo T lies far enough away from the Milky Way for its gas to have not yet been stripped away from it by the bulk drag force exerted by the gas found deeper in the Milky Way halo—a process known as Ram pressure stripping. The cooling rate of gas inside isolated, metal-poor dwarf galaxies like Leo T is expected to be extremely slow, and so its measured temperature rules out excessive sources of energy injection that would heat it up. Reference [547] employed this argument to set a bound on axions in the sub-keV mass window. For similar reasons, it is challenging to imagine any more direct searches for axion emission lines in this mass range, because photons with UV-X-ray energies will rapidly photo-ionise any neutral hydrogen they come across. Indirect arguments like gas cooling (as well as early decays which follow a similar logic) are therefore likely to be the only way to probe this window of masses.

6.2 Axion stimulated decay

Before moving on to the non-decay searches, I will briefly comment on some proposals to look for axion decay that purport to be able to cover lower masses. As you can see from the tiny segment of the yellow band that appears in Fig. 20, none of the axion decay searches I mentioned above are in any way relevant to our favourite target: the QCD axion. Nonetheless, axion decay is a good signature to look for because emission lines are fairly unambiguous once they are detected with confidence above the background. So it would be nice if it were possible to see decay signals from much lighter axion masses. The 100 MHz–100 GHz radio-frequency range (μeV–100 μeV) would be an especially attractive window to explore because it is within this window that the misalignment mechanism most naturally generates the correct dark matter abundance. Moreover, there are plenty of big radio telescopes around, as well as even bigger ones on the horizon that could go and look for such a signal. Unfortunately, the big problem here is that you have to fight against the punishing $m_a^3$ dependence in the decay rate which makes searches for spontaneous axion decay totally impractical below infrared wavelengths. There is a possible route out of this however—the photon rate via decay can be enhanced by instead considering stimulated axion decay [588, 589], as opposed to spontaneous decay.

Stimulated decay involves the same axion→2 photon diagram, but instead assumes that the process happens in the presence of a background radiation field. If some of that background radiation exists underneath the axion dark matter at exactly the right frequency ($m_a/2$), then this can stimulate the emission of two photons at a much higher rate than spontaneous decay. This is the same idea as how a laser works—the transition rate of an atomic species from some excited state down to its ground state is enhanced when there is a substantial background of photons with energies that are the same as the transition energy. Stimulated axion decay can happen, therefore, because the axion can be thought of as the “excited state” of the photon that is an energy of $m_a/2$ above its ground state.
The flux density (flux divided by the signal bandwidth, $\Delta \nu$) including the possibility for stimulated decay is given by [590, 591],

$$S = \frac{\Gamma_{a\rightarrow\gamma\gamma}}{4\pi\Delta \nu} \int d\Omega \, ds \, \rho_a(s, \Omega) e^{-\tau(s, \Omega)} \left[ 1 + 2 f_\gamma(s, \hat{n}) \right],$$  \hspace{1cm} (157)

where,

$$f_\gamma(s, \hat{n}) = \frac{(2\pi)^3}{E_\gamma} \frac{d\rho_\gamma(s, \hat{n})}{d\omega} \bigg|_{\omega=E_\gamma},$$  \hspace{1cm} (158)

is the occupation number of photons of energy $E_\gamma = m_a/2$ at the location along the line-of-sight $(s, \hat{n})$. The $e^{-\tau}$ accounts for the attenuation of the photon flux parameterised by the optical depth, $\tau$. Note that this effect will only dominate if the number density of axions is much larger than the number density of photons; otherwise, the photon re-absorption will dominate and suppress the signal.

This idea was proposed by Caputo et al. [590, 591] in the context of radio observations of nearby dwarf galaxies. The radiation background could be provided by whichever ambient photons happened to be flying around the dark matter halo, for example, the ever-present CMB or the extragalactic radio background, as well as synchrotron emission from the galaxy itself. Because $f_\gamma$ decreases with increasing photon energy, it is only photon backgrounds in the microwave to radio bands that will enhance emission by any substantial amount. Unfortunately, even with the SKA, it is challenging to find the right combination of numbers where the sensitivity can brought down much below the stellar axion bounds.

Some other ideas have been put forward to look for the stimulated decay of axions in our own dark matter halo, with the photons provided either by some bright radio source [592] or from a semi-recent (within last few hundred years) supernova [593, 594]. One neat aspect of this latter kind of search is that because the axions are (almost) at rest the two stimulated photons are emitted (almost) back to back. This means that one of those photons will return back in the direction of the source. People have referred to this as “axion gegenschein” or “axion echo”. For example, you might be able to see the light from some historical supernova reflected back at you if you pointed a radio telescope towards the opposing direction in the sky.

Since those initial papers on the axion echo, several more recent studies have forecasted the full sensitivity of existing and upcoming radio facilities to the axion-stimulated decay signal. These calculations now include both the gegenschein (backwards emitted) and vorwärdischein (forward emitted) photons that could be stimulated by radio sources from across the whole Milky Way, including supernovae, pulsars, and galactic synchrotron emission. See Refs. [595–597] for further details. Unfortunately, it seems that even accounting for all possible emissions and forecasting for a transformative facility like the SKA, it is still challenging to surpass other non-dark matter bounds, particularly the one derived from axion emission from pulsar cap regions [598] which rules out axions in a broad window around $m_a \sim 1 \mu\text{eV}$ with $g_{a\gamma} > 3 \times 10^{-12} \text{GeV}^{-1}$ (see Fig. 22).

But then there is another even more radical iteration on this idea. Instead of looking for axions stimulated into decaying by astrophysical photons, you could instead fire a powerful beam of your...
own photons into the sky and look for the axion dark matter around the Earth gegenscheining it back at you in real time [599–602]. A pathfinder search is currently being pursued within the Chinese project, the 21 CentiMeter Array [603] between 50–200 MHz (0.41–1.6 μeV) using a 1 MW transmitter fired into the sky. But again, a much more powerful search than this will be required to surpass the non-dark matter pulsar bound.

6.3 Axion conversion

To make up sensitivity to axions in the radio frequency band we must move away from decay and start thinking about other interactions they might undergo with photons. Axion conversion refers to the process whereby an axion can turn into a photon with energy \( \omega = m_a + \frac{1}{2}m_a v^2 \) (for non-relativistic axions) with a little help from a virtual photon supplied by a background electromagnetic field. In almost all cases relevant to dark matter, strong magnetic fields are the most fruitful for this, primarily because the electromagnetic energy stored in an astrophysical B-field over astrophysical volumes is much larger than any electric fields.

The probability for an axion to convert into a photon after propagating a length \( L \) through a vacuum containing a magnetic field of strength \( B \) is [604],

\[
P_{a \rightarrow \gamma} = \left( \frac{g_{a \gamma} B}{q} \right)^2 \sin^2 \left( \frac{qL}{2} \right),
\]

where \( q = k_\gamma - k_a \) is the momentum transfer between the massive axion and massless photon (this fact will be important later). Let us first appreciate that the value of this probability is likely going to be very small in most places—axions are feebly coupled particles after all. So we have to try to figure out how to make up gains somehow if we want to see the photons they are supposed to convert into. The obvious way to enhance \( P_{a \rightarrow \gamma} \) is to find a B-field that is as large as possible; another is to just get lots of axions so there are many possible instances of conversion. In other words, we need a big magnet with lots of dark matter around it—it turns out that neutron stars fit the bill on both counts.

In fact, all of the searches I will discuss in this subsection make use of neutron stars in some way\(^\text{68}\). The classic kind of neutron stars are those that spin such that their radio-emitting jets periodically align with the Earth, in which case they are called pulsars, but nearby, radio-quiet neutron stars where this isn’t the case have also been observed and studied—for example the group of seven neutron stars within a few hundred parsecs of Earth known as the “Magnificent Seven”. To give a sense of the numbers involved, neutron stars possess staggering magnetic fields of up to \( 10^{14} \) Gauss\(^\text{69}\), and have masses comparable to the Sun crammed inside radii of only \( r_{NS} \sim 10 \) km or so.

Before we go plugging these numbers into Eq. (159), we need to think more carefully about the physics of axion-photon conversion. The axion-photon system in this context is best thought of as a two-particle mixing phenomenon similar to neutrino oscillations. As stated above, in a vacuum there is a momentum mismatch \( q = k_\gamma - k_a \) between the massive and massless components of the

\(^{68}\)Although I don’t discuss them here, there are a couple of other ideas for indirect detection of axion dark matter through its conversion inside astrophysical magnetic fields. These include the examples given in Ref. [605] as well as ideas involving the magnetic field in the Sun’s corona [606] or its sunspots which can have B-fields of a few thousand Gauss [607].

\(^{69}\)1Gauss \( \approx 1.95 \times 10^{-2} \) eV \(^2\).
axion+photon superposition that propagates. This means that the axion and the photon can only stay in phase with each other over a length scale given by $\sim 1/q$. It is only in the limit that $qL \ll 1$ that we get,

$$P_{a \rightarrow \gamma} \approx \left( \frac{g_{a\gamma}BL}{2} \right)^2,$$

(160)
i.e. a conversion probability that is parametrically enhanced by how long the B-field is. However, if we find ourselves in the opposite regime, $L > 1/q$, then the axion and photon are already destructively interfering over part of the B-field’s total length. Ultimately, this means the probability of seeing a photon at the other end of the B-field is suppressed, and in the extreme case where $L \gg 1/q$ it can be extremely suppressed. Naively it would seem that non-relativistic axion dark matter conversion in a neutron-star B-field is in this latter regime because $k_a \sim m_a v$ and $k_{\gamma} = \omega_{\gamma} \approx m_a + \frac{1}{2} m_a v^2$. The length-scale $1/q \sim m_a^{-1} \sim 0.2 \text{ metres (1 } \mu\text{eV}/m_a) \text{ is much more smaller than } r_{\text{NS}} \text{ unless we go to very small masses.}

However there is something we are missing about neutron star environments: their rotating magnetic fields are so strong that the subsequently generated electric fields can rip charges straight off of their surfaces. So it is expected that neutron star magnetospheres will be dressed in a dense plasma of electrons, positrons and ions. This fact is of critical importance for the problem at hand because, inside a plasma, the photon’s dispersion relation is modified in a way that gives it an effective mass. This completely changes the physics of axion-photon conversion. If we just so happen to have a medium in which the effective mass of the photon is equal to the axion mass, there is no associated momentum mismatch and $1/q \rightarrow \infty$—in this case the conversion is resonant. The photon signal we get out of axions propagating through the B-field when $q = 0$ solely depends on how long that propagation length is, like in Eq.(160).\footnote{This effect is used by the solar axion experiment CAST to obtain sensitivity to higher-mass axions where the momentum mismatch would cause $1/q$ to be shorter than the length of their magnet. They pump in a buffer gas at a certain pressure that gives the photon a tunable mass, thereby facilitating resonant conversion \cite{608}.}

It turns out that this phenomenon will occur around neutron star magnetospheres.

Let’s start by writing down the effective mass for the photon in a plasma, also called the plasma frequency—all it depends on is the number density of electric charges. In this case, we’ll write it more simply in terms of just the number density of electrons $n_e(r)$,

$$\omega_p(r) = \sqrt{4\pi e n_e(r) / m_e},$$

(161)

where $e = \sqrt{4\pi a}$ and the electron mass is $m_e = 511 \text{ keV}$. So what we need is a model for the electron density around a neutron star. The assumption used in the majority of studies is a model from a 1969 paper by Goldreich & Julian\cite{609}, which takes the form,

$$n_{\text{GJ}}(r_{\text{NS}}) = \frac{2\Omega \cdot B_{\text{NS}}}{e} \frac{1}{1 - \Omega^2 r^2 \sin^2 \theta},$$

(162)

where $\Omega = (2\pi/P)\hat{z}$ is the rotation vector of the magnetic field which is taken to align with the $\hat{z}$ direction (and is generally assumed to be misaligned from the axis of symmetry for the $B$-field), and $\theta$ is the polar angle away from the $z$-axis. The rotation period is $P \sim O(\text{secs})$ for typical neutron...
**Figure 21:** A visualisation of the neutron star magnetosphere and plasma frequency within the Goldreich-Julian model. An axion falls onto the neutron star from infinity, and when it crosses the surface defined by \( \omega_p(r) = m_a \), it resonantly converts into radio-frequency photons, which may then leave the neutron star and be observed in a telescope.

stars.

The Goldreich-Julian model is the simplest stable solution for a plasma surrounding a neutron star. It is derived by finding a co-rotating charge density generated by electric fields at the neutron star surface, where the electric field that is then induced parallel to the neutron star surface by the subsequent rotation and rearrangement of the charge density is exactly cancelled. It is the minimal co-rotating charge density needed to screen the combination \( \mathbf{E} \cdot \mathbf{B} \) to zero at the neutron star surface. Although the Goldreich-Julian model only sets the absolute charge density and not specifically the electron density, it is common to assume \( n_e = |n_{GJ}| \).

The magnetic field on the other hand is usually modelled as a misaligned dipole: \( B \sim B_0 (r_{NS}/r)^3 \), where the field strength at the surface is on the order of \( B_0 \sim 10^{13}–10^{14} \) Gauss. In a dipolar field, the plasma density will decrease moving radially away from the neutron star surface. Thinking about this gradient in the plasma frequency is key to seeing how we get our axions to convert into photons. Depending on how the numbers work out, it is possible for there to be some “conversion surface” defined by the set of spatial points where \( \omega_p(r) = m_a \).\(^{71}\) It is precisely at this surface where we expect the resonant conversion to take place because this is where the photon and axion dispersion relations match. Within the Goldreich-Julian model, we can work

\(^{71}\)Strictly speaking this resonant conversion region is not a surface but has a thickness depending on the local photon dispersion relation and the orientation of the B-field, as I discuss later. But for this simplified discussion it is enough to just think of it as a surface.
\[
\omega_p(r) = \sqrt{\frac{e B \cdot \hat{z}}{m_e P} \frac{4\pi}{1 - \Omega^2 r^2 \sin^2 \theta} \frac{1}{2 \pi}} \approx 69 \text{ \mu eV} \left( \frac{r_{\text{NS}}}{r} \right)^{\frac{3}{2}} \left( \frac{B_0}{10^{14} \text{ G}} \right)^{\frac{1}{2}} \left( \frac{1 \text{ s}}{P} \right)^{\frac{1}{2}},
\]

(163)

where in the second line I have suppressed all dependence on the coordinates other than the radius, which also ignores the dependence on the angle between the magnetic field and the spin axis. Given the typical range of neutron stars that are out there, axion masses within the range \(\text{\mu eV} \lesssim m_a \lesssim \text{meV} \) naively look within reach to this sort of probe. The only hard boundary on the mass window is at the very high-mass end, where the conversion surface for a typical neutron star would end up inside of it, \(r_c < r_{\text{NS}}\).

This mass range we can cover using neutron stars spans photon frequencies in the radio to microwave bands, which makes it an attractive probe considering the masses predicted from the misalignment mechanism. What’s more, the signal of axions converting around neutron stars could be rather striking if detected with statistical significance. When some axion dark matter flows past the neutron star and encounters this particular region they will convert into radio photons at a frequency somewhere close to \(f = m_a / 2\pi\), and with a very narrow spectral width given by the narrow non-relativistic spread of dark matter velocities.

The plasma frequency and magnetic field for this simplified neutron star model are visualised in Fig. 21. The conversion surface for a \(\text{\mu eV}\) axion is shown as a purple line, which is where axions of that mass could convert resonantly into photons. As is quite apparent from this image, the conversion surface is very much not a sphere, and this peculiar geometry has been shown to strongly influence the predicted photon flux. Simulations show that the outgoing photons propagated to infinity end up actually concentrated towards points of origin around the ‘throat’ regions—the narrow gap between the polar lobes and equatorial torus of the conversion surface. This is due to the fact that the throats lie closest to the neutron star surface and that photons emitted from other locations tend to get focused down to those regions [610]. Because neutron stars rotate on second timescales, this direction dependence to the outgoing photon trajectories also implies there will be a strong time dependence in the signal too. For example, we expect stronger signals for neutron stars having observer and magnetosphere alignments such that the throats pass over our line of sight.

The question then becomes whether or not the radio flux from some nearby neutron star is large enough to be detected in existing or near-future telescopes. The first calculations of the flux expected from axions around neutron stars were presented in Refs. [611–614], and I will now briefly go through their logic, but keep in mind there are several assumptions here that turn out to be overly crude. I will discuss a few of these caveats once we’ve got a first estimate of the signal strength.

We’ll start by stating what we want to give to our radio observer: the expected flux density, \(S\), defined as the power per unit area over the signal bandwidth:

\[
S = \frac{1}{(\text{BW}) d^2} \frac{dP_{\text{NS} \rightarrow \gamma}}{d\Omega}
\]

(164)

where \(\text{BW} \approx v^2 (m_a / 2\pi) \approx 2.6 \text{ kHz}(m_a / 20 \text{ \mu eV})\) is the expected frequency bandwidth of the axion
signal coming from its spread of incoming velocities. In other words, the radio line will be about a million times narrower than the central frequency because \( v^2 \sim 10^{-6} \). The power output per unit solid angle is very approximately set by,

\[
\frac{dP_{\text{NS} \rightarrow \gamma}}{d\Omega} \sim v_c P_{a \rightarrow \gamma} \rho_{\text{DM}}(r_c) r_c^2
\]

(165)

where \( r_c \propto B_0^{1/3} P^{-1/3} m_a^{2/3} \) is the radius of the conversion surface that satisfies \( \omega_p(r_c) = m_a \) as in Eq.(163), and \( v_c \) is the axion velocity at \( r_c \). So as would be naively expected, the power radiated out is proportional to 1) the axion-photon conversion probability because that’s how many photons you get out; 2) the dark matter density at the conversion radius \( \rho_{\text{DM}}(r_c) \) because that’s how many axions go in; and 3) a factor of \( r_c^2 \) because the power is radiated out of a surface with area \( \sim 4\pi r_c^2 \).

Next, recall that the conversion probability on dimensional grounds must be some combination that looks like \( P_{a \rightarrow \gamma} \sim (g_{a\gamma} B L)^2 \). It turns out (see e.g. Refs. [610, 615, 616]) that since the conversion takes place over a thin region where the plasma frequency is changing, the probability ends up looking like\(^\text{72}\):

\[
P_{a \rightarrow \gamma} \sim \frac{\pi}{2} g_{a\gamma}^2 B^2(r_c) \frac{1}{v_c |\omega_p'|}.
\]

(166)

So the relevant length scale for conversion turns out to be related to the gradient of the plasma frequency,

\[
L \sim 1/\sqrt{\omega_p'} \sim \sqrt{2r_c/3m_a}.
\]

(167)

The last quantities we need before we can work out \( S \) are the axion velocity and the DM density at the conversion surface. As opposed to simply hitting the neutron star like a projectile, axions are actually focused down towards the magnetospheres from over a much wider cross-sectional area because of the intense gravitational fields. They can get accelerated up to semi-relativistic velocities \( v_c \sim \sqrt{2GM_{\text{NS}}/r_c} \) and the DM density is also correspondingly enhanced by this focusing effect to \( \rho_{\text{DM}}(r_c) \sim \rho_{\text{DM}}^\infty(v_c/v_0) \). See e.g. Refs. [613, 616, 617] for how to calculate this and for the full expressions beyond the tilde level.

Plugging all this in we can get a rough feel of the amplitude of the signal and its parameter dependencies,

\[
S \sim 4 \times 10^{-5} \text{ Jy} \left( \frac{g_{a\gamma}}{10^{-12} \text{ GeV}^{-1}} \right)^2 \left( \frac{m_a}{20 \mu\text{eV}} \right)^{4/3} \left( \frac{\rho_{\text{DM}}}{0.3 \text{ GeV cm}^{-3}} \right) \left( \frac{d}{100 \text{ pc}} \right)^{-2} \times \left( \frac{M_{\text{NS}}}{1 M_\odot} \right)^{1/2} \left( \frac{r_{\text{NS}}}{10 \text{ km}} \right)^{5/2} \left( \frac{P}{1 \text{ s}} \right)^{1/2} \left( \frac{B_0}{10^{14} \text{ G}} \right)^{1/2}.
\]

(168)

This is expressed in units of 1 Jy = \( 10^{-23} \text{ erg s}^{-1} \text{ cm}^{-2} \text{ Hz}^{-1} \), which is the preferred radio-astronomy unit of flux density called the Jansky.

\(^\text{72}\)Note that this assumes the axion takes a radial trajectory, which is one of the several bad assumptions we’re making.
To compare this number with the real world, consider Ref. [618] where ~20 minutes on the Green Bank Telescope observing two nearby neutron stars \( (d \sim O(100 \text{ pc})) \) yielded a flux-density upper limit of ~ 0.01 Jy on lines with ~ kHz width. If we assume every other number plugged into the formula above is reasonable, this suggests that coupling strengths down to \( g_{a\gamma} = \text{few} \times 10^{-11} \text{ GeV}^{-1} \) can be reached using existing facilities and without extensive observational campaigns.

I have to take a moment now to emphasise that this is a very simplistic calculation that turns out to be missing numerous effects whose importance goes beyond mere corrections to the various formulae I have written down. A fairly large literature has now built up, with many groups tackling different aspects of the problem. Steadily, a much more sophisticated picture of axion-photon conversion around neutron star magnetospheres has been building up. I direct you to Refs. [610, 615, 616, 619–621] for a sample, because I will only be able to give a taste to what some of these sophistications involve here.

One of the issues that needs immediate attention is the modelling of the trajectories of both the incoming axions and the outgoing photons. We know the axions are gravitationally focused down towards the neutron star, but as well as enhancing their density and speeding them up, this process also affects their phase space distribution and makes their trajectories non-radial. This issue is relatively straightforwardly worked out by starting from some assumption about the infinite-distance phase space distribution and then applying Liouville’s theorem—indeed that procedure leads to the formula for \( \rho_{\text{DM}}(r) \) at first order.

The issue of the photon trajectories, on the other hand, is much more involved. When the axion encounters the conversion surface we should assume it can do so with an arbitrary angle of attack as opposed to enforcing that its trajectory be radial. This angle will also be arbitrary with respect to the inherently anisotropic plasma that surrounds it, turning the problem into a fully three-dimensional one. The upshot is that we should expect some kind of direction and momentum-dependent modifications going into \( P_{a\rightarrow\gamma} \). But in fact, even the usual technique for calculating what is called the “axion-conversion probability” turns out to be oversimplified too. In a vacuum, the quantum mechanical notion of a probability, \( P_{a\rightarrow\gamma} \), only comes about by drawing an analogy with the classical equation of motion for the axion and the two-photon polarisations transverse to the direction of propagation. The final squared amplitude of the photon divided by the axion ends up giving the same answer as would a quantum mechanical calculation for the conversion probability. In an anisotropic plasma, this is not the case. The axion can also mix with a third longitudinal polarisation, and so when doing a 3-dimensional calculation it is more appropriate to calculate instead a ‘flux transfer’ to account for the energy density in the photon field in the longitudinal mode [616].

Continuing this theme, we should expect that the subsequently emitted photon will also not follow a straight trajectory out to infinity. Rather it will refract and reflect by amounts that depend on the surrounding density, anisotropy, and rotation of the plasma. Recall that the conversion takes place over the length-scale \( L \sim \sqrt{r/m_a} \) within which the plasma gives the photon a mass similar to \( m_a \) and lets it mix with the axion in phase. But if this propagation isn’t perpendicular to the conversion surface, the photon will suffer refraction in the medium whereas the axion will not. As a result, there has been the suggestion that a dephasing will occur between the two, incurring yet
another position/direction/time-dependent modification to the outgoing signal. The state-of-the-art for dealing with all of this photon propagation business is to solve it all in one go numerically using a technique called ray-tracing.

As well as modifying the size of the expected flux, these subtleties impact the spectral shape of the signal too. The baseline expectation is for axions to generate a narrow spectral line of width $\Delta \nu \sim O(\text{MHz})$. But when accounting for all the effects mentioned above, as well as the fact that the neutron star has a relative velocity with respect to us, any particular line from a given neutron star will be broadened as well as shifted away from $f = m_a / 2\pi$.

When it comes to setting constraints, yet another important theoretical issue arises, as pointed out in Ref. [625]: in a certain regime, when the axion-photon conversion probability is sufficiently large, the back-conversion of photons into axions again cannot be ignored. The picture described originally is one in which the infalling axions encounter the conversion surface and convert into photons of energy $E_\gamma = m_a + O(v^2 c)$. But if those photons then continue to propagate inwards—the direction in which the plasma frequency is increasing—a short distance later they will encounter another surface where the plasma frequency crosses $\omega_p(r) = E_\gamma$. The photons then can’t propagate further beyond this second surface, so they reflect off of it and head back outwards. In the small-coupling “non-adiabatic” limit, the axion-to-photon conversion is only assumed to happen once. However, if parameters like $B(r_c)$ or $g_{a\gamma}$ are large enough, then it is possible $P_{a\rightarrow\gamma}$ could take on values approaching $1$, in which case it is very likely that the photons reflected outwards will convert back into axions as they traverse the conversion surface again. So in this regime, the overall photon flux getting out of the neutron must be suppressed. Unfortunately, current observations turn out to be in the awkward intermediate regime where these effects do impact the flux non-negligibly, but not enough that the conversion can be modelled as fully adiabatic with $P_{a\rightarrow\gamma} \sim 1$.

Having highlighted just a handful of the many subtle issues that arise when people attempt to do serious computations of the axion signal from neutron stars, let us now move to the observational side. From inspecting Eq. (168), we see that the ideal target neutron star will be nearby, with a high B-field and lower spin rates. In conjunction, it would be useful also for the neutron star to be in a radio-quiet environment and be radio-quiet itself. “Magnetars”—neutron stars with astonishing magnetic field strengths up to $\sim 10^{15}$ Gauss—might sound like the ideal targets, however the detailed magnetic field structures of these extreme objects are not well understood. So far, most of the calculations have relied upon the simple Goldreich-Julian model which will be a poor reflection of a magnetar. So instead, nearby and isolated neutron stars have been typically chosen for individual observations.

The only problem with looking at nearby objects is that the dark matter density may not be as high as we can get it to be. One way to boost the signal then could be to search for entire populations

---

73Although see Ref. [621] whose treatment did not reveal any dephasing effect at leading order.

74An approach for dealing this is to adopt a probability that is somewhat closer to the adiabatic limit where multiple level-crossings occur, i.e. approaching the Landau-Zener formula: $P_{a\rightarrow\gamma} = 1 - e^{-\gamma}$ where $\gamma = P_{a\rightarrow\gamma}^{\text{non-adiab}}$. However, I should point out the recent Ref. [623] which suggests that Ref. [625]’s approach to dealing with the transition between the adiabatic and non-adiabatic regimes by multiplying the axion→photon and photon→axion probabilities together: $P = e^{-\gamma}(1 - e^{-\gamma})$ is overly conservative. This could mean some of the latest bounds discussed below could stand to improve (although erring on the side of being conservative is never a bad thing when setting limits).

75Naively, a lower spin rate would seem to imply that older neutron stars would be better. However it has been suggested that neutron star magnetic fields will decay over their lives [675], so there is a trade-off between these two parameters.
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Figure 22: Constraints on the axion-photon coupling in the MHz-THz frequency range. The colour scheme is the same as other constraint plots and based around the level of assumption: green for bounds that do not assume axions are dark matter \([330, 525, 526, 598, 626, 627]\), blue for direct detection bounds \([628–658]\) (rescaled to a common conservative assumption about the local density of dark matter \(\rho_0 = 0.3 \text{ GeV cm}^{-3}\)), and grey for indirect/astrophysical searches for axions as dark matter which have much larger systematic uncertainties. In this plot, the only two examples of the latter are searches for axion dark matter converting in the magnetospheres of neutron stars \([625, 659]\). Red dashed lines show two proposed solely laboratory-based searches for axions \([660, 661]\) and the green-dashed line shows the reach of the upcoming helioscope BabyIAXO \([662]\)—these projections are independent of any assumption about dark matter. The reach of some proposed haloscopes \([663–674]\) are shown with blue dashed lines. I have also shown one possible projection for a search for axion dark matter conversion around a neutron-star taken from Ref. \([610]\), which assumes 100 hours of SKA time on the galactic centre magnetar, PSR J1745-2900.

of faraway neutron stars that happen to be situated in regions with a high dark matter density \([614]\). The obvious example is the galactic centre, which is expected to host a population of around a million neutron stars within the central parsec where the dark matter density is expected to be orders of magnitude higher than in the solar neighbourhood.\(^8\) The signal in a population study would not be a single radio line but an entire forest of them, where each line is shifted and broadened by an amount specific to a given neutron star. In a neutron star population, many unknown quantities—like the observer-neutron star alignment and magnetosphere parameters—are straightforwardly averaged away. Unfortunately, this is counterbalanced by the additional uncertainty coming from synthesising

\(^8\)Globular clusters have also been suggested \([676]\), but while they do host vast numbers of old stellar remnants, even anomalous cases like \(\omega\)Cen are not expected to be particularly rich in dark matter.
the population of neutron stars, as well as the highly uncertain dark matter density profile at the
galactic centre, e.g. is it cusped or cored? Is there a dark matter spike? etc.

Foster et al. [618] was the first group to attempt an axion search using real neutron star
data. They took dedicated radio observations of two isolated neutron stars using the Green Bank
Telescope, whilst also observing the galactic centre using the Effelsberg telescope. One of these
same neutron stars was also followed up for another axion search a few years later but a lower
frequency band by the MeerKAT telescope [677], and there were also a handful of other limits
set using archival data from the Jansky Very Large Array (VLA) on the galactic centre magnetar
PSR J1745-2900 [678–680]. All of these limits unfortunately suffered from some of the overly
simplest assumptions in the theoretical modelling of the signal, and likely do not achieve their
claimed sensitivity.

In 2022 however, Foster et al. [625] performed another search towards the galactic centre that
accounted for many of the additional problems mentioned above, e.g. doing ray-tracing to model
the photons leaving the magnetosphere, as well as dealing with the fact that the relevant values
of the axion-photon conversion probability for their assumed neutron star populations left them
just shy of the non-adiabatic regime. Interestingly, they did not require dedicated time on radio
facilities for this, but rather their data came about due to a serendipitous alignment with the needs
of the Breakthrough Listen project [681]. This is a program in which extensive radio telescope time
is devoted to searching for ultra-narrow spectral lines that might be being transmitted into space
by aliens. In Ref. [625] they were able to set limits using galactic-centre data that had already
been collected at a spectral resolution far exceeding the requirement for looking for an axion line.
The resulting bound can be seen in Fig. 22 spanning 15–35 μeV, and corresponds to their most
conservative neutron star population model.

The only other neutron-star bound I am showing in Fig. 22 is from Battye et al.’s most
recent constraint in the $m_a = 3.9–4.7$ μeV region, derived using MeerKAT data on the pulsar
PSR J2144-3933 [659]. This pulsar happens to have a small enough B-field that the axion conversion
is safely in the non-adiabatic conversion regime. This analysis also incorporated the expected time
dependence in the signal.

Note that the non-adiabatic regime holds again for small enough $g_{a\gamma} < 10^{-11}$ GeV$^{-1}$ for the
neutron star populations considered in the Breakthrough Listen study [625]. This was unfortunate
in that study since they were in the regime where the measured flux scaled very slowly with the value
of $g_{a\gamma}$. However, future searches that will probe more deeply will eventually break past this regime,
thereby providing the potential to achieve much better sensitivity than a naive extrapolation of
existing limits might suggest. The case is therefore quite compelling for embarking on a campaign
of galactic-centre neutron-star line hunts with the SKA (see e.g. [610, 625]).

As well as population searches, the recent Ref. [621] has revisited the possibility of using the
magnetar PSR J1745-2900. This object has an estimated field of $10^{14}$ G and is within 0.2 parsecs
of the galactic centre—a promising combination of features. However magnetars are significantly
more complex objects, with twisted and non-dipolar magnetic fields, and charge densities that
are driven to much higher values than the minimal co-rotating Goldreich-Julian configuration.

---

77It’s possible of course that aliens have already detected the axion and are attempting to prove their scientific credentials
by beaming out a radio signal at $f = m_a/2\pi$ towards their galactic neighbours. As far as I know, no analysis has yet
included the irreducible alien background in their noise model.
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Nonetheless, by scanning over possible models and forecasting SKA-level observational sensitivity, it is plausible that QCD-axion sensitivity will eventually be within reach of neutron star observations. In Fig. 22 I have shown one possible projection for 100 hours of observation on the galactic centre magnetar [610].

6.4 Axion birefringence

Having gone already down to μeV masses, let us now think about the possible signatures of much lighter dark matter axions coupled to the photon. The most important overarching concept I will discuss here is that of birefringence. There are several types of birefringence that are relevant for axions, but the one we will look at here is the polarisation rotation effect that a background axion field has on photons propagating through it.

I will follow the derivation presented in Ref. [688] and consider a situation in which we have some linearly polarised electromagnetic wave that is propagating through a background axion field, \( \phi(t, x) \). If we assume that the axion field is varying over spatial and temporal scales much slower than the photon’s frequency and wavelength, we can then combine the photon and axion equations of motion Eqs. (147) together yielding:

\[
\Box \left( E + \frac{1}{2} g_{a\gamma} \phi B \right) = \frac{1}{2} g_{a\gamma} \phi \Box B , \\
\Box \left( B - \frac{1}{2} g_{a\gamma} \phi E \right) = -\frac{1}{2} g_{a\gamma} \phi \Box E .
\]

If we assume \( \phi \sim \text{const.} \), then at lowest order we find \( \Box E = \Box B \approx 0 \), and reveal that it is the mixed-up combinations \( E + \frac{1}{2} g_{a\gamma} \phi B \) and \( B - \frac{1}{2} g_{a\gamma} \phi E \) that approximately obey a wave equation, as opposed to \( E \) and \( B \) independently as in standard electromagnetism. If we now go and assume the value of \( \phi \) is changing along the photon’s propagation, albeit very slowly so the approximation remains valid, then the \( E \) field of some initially polarised wave will not propagate as a wave but will appear to rotate by some angle into \( B \).

This polarisation rotation is known as birefringence, and it comes about because the left and right-handed circular polarisations have slightly different dispersion relations in the presence of a slowly-varying axion field [689, 690]:

\[
\omega_{\pm} \approx k \pm \frac{1}{2} g_{a\gamma} \left( \phi + \nabla \phi \cdot \hat{k} \right) .
\]

Let’s say we have some linearly polarised photon with a known polarisation angle at the point of emission \( (t_i, x_i) \), and then we detect that photon at some other spacetime point \( (t_f, x_f) \). Recall that any linear polarisation can be thought of as the superposition of the left and right-handed circular polarisations. So because one part of this superposition lags behind the other, when we measure the linear polarisation at \( (t_f, x_f) \) the angle that it will have rotated by, \( \Delta \theta \), can be calculated by how

---

A different type of polarisation-dependent effect that I am not mentioning here is the one caused by the fact that the axion only mixes with the component of the photon transverse to whatever external magnetic field it is propagating through [604, 682]. This effect is present even without any pre-existing axion abundance in the form of dark matter, and so it is the basis of some laboratory tests of the axion [510], and some methods of detecting non-dark-matter astrophysical ALPs [627, 683–687].

---
much this lag accumulates over the photon’s path, i.e. [688–690],

$$\Delta \theta = \frac{1}{2} \int_{(t_i, x_i)}^{(t_f, x_f)} (\omega_+ - \omega_-) \, ds = \frac{1}{2} g_{a\gamma} \left( \phi(t_f, x_f) - \phi(t_i, x_i) \right).$$

(171)

By evaluating this integral we see it is only the difference in the values at the points of emission and detection that count towards the rotation angle. The intuition for why the effect only cares about the endpoints is essentially because the photon is coupled to the derivative of the axion field\(^{79}\).

Integrating a derivative along a path yields only the difference between the values at each end of the path. See Ref. [691] for a more detailed discussion and an alternative derivation of this in the cosmological setting that will be relevant for a few of the examples mentioned below. The underlying reason for why the axion creates specifically a *birefringent* effect on the photon on the other hand, is that the axion-photon interaction is parity-violating.\(^{80}\)

This is an interesting effect that is also very nice observationally because there are many possible sources of photons that are already linearly polarised in some fashion.\(^{81}\) If these photons are passing through axion dark matter then we expect there to be some \(\Delta \phi \neq 0\) between the points of emission and detection and therefore a polarisation rotation. Additionally, because the axion dark matter field is oscillating at the frequency of the axion mass, so too would we expect this polarisation rotation angle to also oscillate at the same frequency if we were to measure it at multiple instances in time. Recall that we model axion dark matter as a classical field oscillating with amplitude \(\phi \sim \sqrt{2 \rho_a/m_a}\). It is because of this inverse mass scaling, that the best prospects are to use this effect to search for axions in the ultralight regime.

To search for axion dark matter using this effect we want to have polarised photons that are emitted and absorbed at points where we have some knowledge about the typical dark matter densities. Since we already know the density at the point of detection, i.e. here, we get that one for free. I will now list a few examples of different searches that have been done using this effect in different contexts. All of these appear on the plot Fig. 23 which zooms in on the ultralight regime.

Several groups have considered pulsar timing arrays (PTAs) for this purpose. PTAs are large networks of continuously monitored nearby pulsars in the Milky Way. The plane of linear polarisation of the radio emission from these objects is observed to be essentially constant, meaning a bound can be placed on any extra oscillations in the angle caused by the changing axion field value between us and the various pulsars in the network [712, 713]. The bound from Ref.[714] is labelled PPTA—they used twenty pulsars from the Parkes Pulsar Timing Array of the Murriyang radio telescope in Australia, in conjunction with data on the Crab pulsar from QUIJOTE, a CMB experiment on the Canary Islands. The ultimate reach of the PTA approach is to think about pulsar polarisation arrays, in which the polarisation information on different pulsars in the network is spatially and temporally correlated rather than considered separately as a measure of Faraday rotation [715].

\(^{79}\)This fact can be observed directly in Eqs.(169), but derivative interactions are ultimately a feature of the axion being a Goldstone boson.

\(^{80}\)Note however that parity is also broken when photons propagate through a magnetic field, even in the absence of an axion—this also causes a rotation of the polarisation but here it is a well-known effect called Faraday rotation.

\(^{81}\)This same birefringent effect is also the basis of a handful of direct detection experiments that are looking for axion dark matter in the low-mass regime, e.g. [692–696, 696–701].
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Figure 23: Closeup of the ‘ultralight’ axion regime. The grey regions are all bounds based on the axion dark-matter birefringence effect discussed in Sec. 6.4. The green bounds come from searches that do not assume axions are dark matter—I am showing the bound from CAST [525, 526] as well as various bounds on ALP-photon mixing in astrophysical B-fields [702–707]. SuperMAG is a direct search for dark matter around the Earth [708], and I am also shown two projected limits for other proposed direct detection experiments with dashed blue lines [709, 710]. A “generic axion dark matter” model without an excessively enhanced photon coupling should fall below the orange line, as defined in Ref. [711] and discussed at the end of Sec. 6.4.

In Ref. [716] on the other hand, the authors used polarisation data from the Event Horizon Telescope project around the central supermassive black hole of the Milky Way called Sgr A*. Note that this bound requires knowledge of the dark matter density around the galactic centre. In this case they assumed the central halo consisted of a solitonic core surrounded by an NFW profile, which is the natural choice to make for this ultralight mass regime. The potential reach of this kind of probe is shown as “black hole polarimetry”, taken from Ref. [717], which assumes that axion stars are able to grow around supermassive black holes.82

Many more constraints have been set using e.g. the UV polarisation of radio galaxies [722], polarimetry of the starlight reflected off of protoplanetary disks [723, 724] as well as an active fast radio burst [725]; and there are several further potential sources of polarisation have also been suggested like supernova remnants [726]. I have not included these less-sensitive constraints or

82Other works discussing polarisation data around supermassive black holes include Refs. [718–721] who consider the birefringence signal due to a cloud of axions generated around the black hole via superradiance.
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projections due to the already excessive clutter in Fig. 23.

An issue with performing measurements of the birefringence angle for single objects is that there is the possibility for confusion with Faraday rotation as well as a fundamental systematic uncertainty arising from the fact that polarisation angles in radio astronomy have to be calibrated against something. A clever workaround to both of these issues was suggested by Basu et al. [727] which involves measuring the polarisation of multiple images in a gravitational lens system. Doing a *differential* birefringence measurement (i.e. the difference in the angle between two images) would cancel the unwanted contributions from Faraday rotation in the source and local environment as well as the calibration uncertainty. What would be left behind then are just the contributions from the axion-induced rotation, which—because the two spacetime paths taken by photons in the two images are slightly different—would not be the same as each other. A bound was set in Ref. [727] using a multiply imaged quasar, but sadly it is above the CAST limit. Note that the use of two images of a quasar means the contribution to the birefringence angle from the local dark matter is cancelled, leaving only a dependence on the axion field at the source. This would be different in something like a multiply-lensed fast radio burst which would be observed at several distinct instances in time, as suggested by Ref. [728]. Another bound set over extragalactic scales was the one using radio data collected for the MOJAVE project whose aim was to monitor the polarisation coming from the jets of some active galactic nuclei using the Very Long Baseline Array in Hawaii [729].

Some of the best bounds set exploiting the ultralight axion birefringence technique are from CMB experiments. To explain, first let’s recap the fact that the CMB has a well-studied polarisation signal due to Thomson scattering of photons on electrons when surrounded by the primordial temperature fluctuations. The various orientations of fluctuations in the polarisation direction on the sky are referred to as $E$ and $B$ modes, which are parity-even and parity-odd patterns respectively. The formalism for searching for axion dark matter using the CMB polarisation was detailed in Ref. [691], and the two lines drawn on Fig. 23 labelled “washout” and “cosmic variance” are from that work.

There are two ways the CMB polarisation can be used to constrain axion dark matter birefringence. They can be thought of as an early-time and a late-time effect. Both are expressed in the formula for the Stokes $Q$ and $U$ parameters of a polarised electromagnetic wave. These quantities measure the polarisation along two sets of axes offset by $45^\circ$. The Stokes $Q$ and $U$ of the polarised CMB radiation measured in some direction are modified to [691],

$$J_0 \left( g_{a\gamma} \phi(z_{re}) \right) \exp \left[ \pm 2i \left( \frac{g_{a\gamma}}{2} \phi_0 \cos (m_a t + \beta) \right) \right] (Q \pm iU) \hat{n},$$

(172)

Note there is also a feature of the $EB$ correlation that is of broader interest to CMB cosmologists called “cosmic birefringence” [730]. This is related to, but not the same as, the effect I’m discussing here. Cosmic birefringence is a hypothetical all-sky static polarisation rotation of $E$-modes into $B$-modes. Although axion dark matter does not generate this, if the cosmic birefringence angle is nonzero that does still hint at the existence of a parity-violating interaction with photons, which could perhaps be generated by some configuration of an axion-like model. Nonzero cosmic birefringence in the Planck data was actually claimed recently [731], but the hint is still somewhat up in the air [732]. Dark-energy-like axions with masses between $10^{-33} - 10^{-28}$ eV, if coupled to the photon, could provide a natural explanation of this observation, see e.g. Refs. [318, 733, 734].

See also Refs. [735–737] for earlier papers on broadly the same idea but which suffered from some confusion about the nature of the axion birefringence effect (the differences are explained fully in Sec. VI of Ref. [691]).
where $J_0$ is a Bessel function of the 1st kind. The early and late time effects are encapsulated in the first and second quantities in this expression respectively.

The early-time effect comes from $J_0$, which takes as its argument $g_{a\gamma}\bar{\phi}(z_{re})$ where $\bar{\phi}(z_{re})$ is averaged axion field amplitude around recombination. Because it is a Bessel function, this piece will suppress the level of polarisation when $g_{a\gamma}\bar{\phi}$ is large. The reason behind this suppression is that the axion field will oscillate many times within the era of recombination when the CMB photons we observe coming from some direction on the sky were first emitted. Although in Sec. 2.4 I talked about photon decoupling as though it happens at a single moment in time, this is not exactly true. The CMB photons are emitted from a surface that is not infinitesimally thin but has a thickness given by how long the era of recombination lasted. Although $z_{re}$ is centred around a redshift of 1100, we observe CMB photons that have been emitted from a range of redshifts with a full-width at half maximum between 900 and 1200—a period lasting around 120,000 years. Once we average over all the possible birefringence angles experienced by different photons released at slightly different times, the net polarisation for that direction will end up suppressed ever so slightly from what we would expect in the absence of the axion.

We do observe a polarisation signal clearly on the sky in the Planck polarisation maps, so from that a bound can be drawn on axion couplings that are too large. This was done in Ref. [691], by comparing how the E-mode polarisation and temperature correlation coefficients are modified due to Eq.(172) above:

$$C_T^E \to J_0(g_{a\gamma}\bar{\phi}(z_{re})) C_T^E. \tag{173}$$

So the washout is dependent on the quantity $(g_{a\gamma}\bar{\phi}(z_{re}))^2$ alone—the dependence on the local dark matter field value cancels for this effect because we are integrating many photons emitted at different positions but all detected at the same position. A dependence on the axion mass is also present but only comes in because $\phi(z) \approx \sqrt{2\rho_a(z)/m_a}$. Fedderke et al. [691]’s analysis of the Planck polarisation power spectrum under a minimal $\Lambda$CDM+1 parameter model, resulted in an upper limit of $g_{a\gamma}\bar{\phi}(z_{re}) \lesssim 0.15$ (95% CL). Converting this into an upper bound on the coupling as a function of the axion mass we get,

$$g_{a\gamma} \lesssim 0.15 \frac{m_a}{\sqrt{2\rho_a(z_{re})}},$$

$$\lesssim 9 \times 10^{-14} \text{ GeV}^{-1} \left(\frac{m_a}{10^{-22} \text{ eV}}\right) \left(\frac{0.12}{\Omega_{DM}h^2}\right)^{1/2} \left(\frac{1101}{1 + z_{re}}\right)^{3/2}. \tag{174}$$

where the field value at recombination is obtained by unredshifting the present-day dark matter density back to $z_{re} = 1100$.\textsuperscript{35} Ultimately this bound is limited by the finite statistics available to us because there is only one CMB we can observe. This limit is called the “cosmic variance”. The ultimate cosmic-variance-limited reach of the washout effect is shown as a dotted black line in Fig. 23.

The second, late-time effect of axion dark matter on the CMB polarisation was pointed out

\textsuperscript{35}This makes the usual assumption that the dark matter is described as a homogeneous oscillating classical field. However, if there are objects in the field like topological defects then we expect the impact on the CMB polarisation to be qualitatively different [738].
also in Ref. [691] and then pursued in dedicated analyses by CMB experiments. In this case, the signal is an all-sky oscillation in the polarisation angle generated by the oscillation in the dark matter at the location of the Earth—the second piece in Eq.(172). The signal here appears not in the CMB power spectrum but rather in timeseries data, which is why it required dedicated analyses within the collaborations. Three CMB experiments have taken up this idea since it was proposed: BICEP/KECK [739, 740], the South Pole Telescope (SPT) [741], and POLARBEAR [742]. The latter has also very recently improved their best constraint by looking at polarisation oscillations towards the direction of the Crab nebula [743]. Currently, the bounds set by CMB experiments do not improve much upon the Planck washout limit, but unlike Planck, there is room for improvement here with more data because the local effect is not cosmic-variance limited. A projection for the potential ultimate reach of the next-generation ground-based CMB surveys, CMB-S4, is also shown—taken from SPT’s study [741].

To round off this section on a more negative note: I will point out that you should expect to run into difficulty when coming up with models that populate this ultralight mass regime. To do it, we need to have an axion whose mass is suppressed by some huge scale but has a coupling to the photon that is not nearly as suppressed. It has been shown that many of the bounds discussed here are really constraining a part of parameter space that is hard to explain in a minimal setup [711]. Reference [744] quantified structure formation in a cosmology where a very light scalar evolves under an axion-like potential, \( V \sim (1 - \cos \phi / f_a)^n \). By demanding that the CMB and matter power spectrum remain consistent with the levels of structure in \( \Lambda \)CDM on large scales, they find that there is a restriction on how late this axion can start oscillating (\( z_{\text{osc}} > 9 \times 10^4 \)), and therefore a lower bound on the scale \( f_a \) for a given mass in the ultralight regime. The bound is:

\[
f_a \gtrsim \sqrt{\frac{2\rho_{\text{DM}} (\text{today})}{m_a^2}} (1 + z_{\text{osc}})^{3/2},
\]

\[
\gtrsim 1.2 \times 10^{13} \text{GeV} \left( \frac{10^{-20} \text{eV}}{m_a} \right).
\]

If we then assume that the photon coupling should also take on an axion-like form \( g_{a\gamma} = C_{a\gamma} \alpha / 2\pi f_a \), where the dimensionless coupling constant \( C_{a\gamma} \) is not permitted to be excessively enhanced beyond order-1 numbers, this rules out much of Fig. 23 above the orange line as explainable with a generic model. There are workarounds, if one is willing to put in the model-building effort [711, 745], but they are far from generic.

6.5 Signatures of miniclusters and axion stars

Here’s where things get a little wacky. The preceding sections went through most of the standard ways to attempt an indirect detection of axion interactions in space. By ‘standard’ what I mean is that you make no other assumption than there being some dark matter present in the object or environment that you have pointed your telescope at. Much of these assumptions are driven by wisdom gained within the context of the CDM paradigm. However, as discussed in Sec. 3.3.3 in the context of the QCD axion, in Sec. 3.4 in the context of axion-like particles, and in Sec. 5 in the context of the ultralight axion, the distribution of axion dark matter is not always expected to mimic...
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CDM.

When setting bounds on dark matter, there is usually the implicit assumption that its distribution on sub-galactic scales is smooth and homogeneous. But this is an assumption that is only backed up by simulations of vanilla and exactly collisionless CDM beginning from purely adiabatic perturbations. Axions, however, are not collisionless, and in the post-inflationary scenario, the field does not start from smooth initial conditions either. We did not account for the possibility that the axion has small-scale structures like miniclusters and axion stars in most of the earlier discussions. And yes, for many of those probes, this issue was of little consequence, but if we take the possibility that axion dark matter could possess beyond-CDM substructure seriously, then there is a longer list of additional signals that we could go and look for, as I will now discuss. Since we’re adding a layer of speculation here, my aim in this brief section is to mention as many of these ideas as I can without going into excessive detail.

Let us first begin with miniclusters. If we imagine a situation in which the axion dark matter distribution on the AU–mpc scale is fundamentally granular—clumped into many small asteroid-to-planetary mass clumps—the consequences for present-day observables should be quite different. However, at least for direct detection the situation at first glance seems rather pessimistic. If we assume that a large fraction of the Milky Way’s dark matter is clumped up inside miniclusters, the rate at which we would encounter one would be less than once every 100,000 years. So there is little hope that we will observe one directly in an experiment [172] (although such encounters would be very interesting [746], and I will talk about a caveat to this statement in the next section).

So what about indirectly detecting one? There have been many suggestions for how to do it. One extension of an idea introduced in Sec. 6.3 is to look for axion miniclusters encountering neutron star magnetospheres [747–749]. Most of the same logic from the earlier discussion comes through here, only now because miniclusters are spatially concentrated our signal becomes a transient radio emission line around the axion mass, as opposed to a persistent one. Although the encounter rate of any one minicluster with any one neutron star is as low as it would be for the Earth, we can make up the statistics by observing a large population at once towards the galactic centre. The calculations of Ref. [748] suggest a rate of radio transient events of around 1-100 per day, each one lasting days–months at a time.

Another proposed indirect detection technique is gravitational microlensing [175, 183, 750], wherein an axion minicluster in the halo would pass along the line-of-sight between us and a star, temporarily magnifying its brightness in a distinct pattern. This was originally thought to be a promising concept because there are many pre-existing astronomical time-domain surveys looking for such events caused by compact objects in the galactic halo like MACHOs or primordial black holes. Unfortunately, recent calculations incorporating the internal structures of axion miniclusters found that the majority of them may be too diffuse to generate a detectable magnification, except for inside a narrow window of parameter space [192]. This result was obtained for some N-body miniclusters that were well-fit by an NFW profile. For the majority of miniclusters in current simulations, however, the characteristic scale radius can not be resolved, so simulations of higher
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spatial resolution are required for a more in-depth assessment. I will remark, however, that results from the most recent N-body simulations suggest that a population of the miniclusters with masses above $10^{-12} \, M_\odot$ develop central profiles that are steeper than NFW [189]—so it may be too soon to totally dismiss microlensing as a way to search for miniclusters.

A word of caution is in order regarding all proposed indirect probes of axion miniclusters. There are a fair number of uncertainties that remain to be worked through and studied in more detail. For one, the fluffiness of the miniclusters makes them susceptible to tidal disruption [187, 751–756], which contributes another source of theoretical uncertainty, beyond the already large theoretical uncertainties inherited from the limited nature of both the early universe string simulations and N-body simulations that follow them. At the current time, further investigation into the structure growth and evolution in the post-inflationary scenario is critical if we want to have confidence in any future detection efforts.

The other class of substructure are axion stars. These objects are distinct from miniclusters because they emerge from different physics. Axion stars, or solitons, are balanced against gravity by an outward pressure created by the field’s gradient energy. These objects are simply one possible solution for any form of dark matter describable in terms of a classical field, and as a consequence, they are somewhat more generic than miniclusters, which emerge only in a specific cosmological setting. However, while they are generic solutions, the question of whether they form is less certain. For example, the seeding of axion stars inside QCD axion miniclusters and minicluster halos has been demonstrated in bespoke simulations [218], but it is not yet definitive if every minicluster will host one. On the other hand, in the context of ultralight dark matter, the formation of solitonic cores at the centres of galaxies is one of the model’s primary features. However, because baryons dominate the potential in the central regions of galaxies, no firm conclusions can be drawn about them until extensive ultralight dark matter simulations include hydrodynamical physics.

Assuming for now that these objects are abundant throughout the Universe, there are many possible intriguing signatures we could consider. Many of them are spiritually the same as those considered for miniclusters: gravitational lensing [757] and interactions with neutron star magnetospheres [749, 758–764]—collisions with regular stars have also been considered [765]. There have also been numerous attempts to link them to fast radio bursts [747, 762, 766–769]. Of particular note are signatures arising from axion star “explosions”. These can occur if stars exceed a critical mass (e.g. through a merger) such that a runaway cascade of axion decay processes is triggered. This leads to the exponential dissipation of the star’s energy into relativistic axions [770, 771], photons [772–775], or gravitational waves [776], depending on which couplings are active.

There are a handful of model-dependent constraints people have drawn recently using these kinds of arguments. One is a constraint on axion self-interactions derived by assuming axion stars explode into relativistic axions [771], thereby draining the cold dark matter abundance over time. Another is based on axion star explosions into photons [777]. If these explosions go off at early times, they could trigger early reionisation of the Universe, which would have been spotted already in the optical depth to the CMB. This leads to a constraint on $10^{-14}$–$10^{-8} \, \text{eV}$ mass axions because the explosion into photons requires the axion mass to be above the plasma frequency of the surrounding medium or otherwise the decay of the axions inside the star is blocked.

87In contrast, this effect improves the prospects for direct detection on Earth [755] as I will mention again in Sec. 6.6.
6.6 Direct detection

I want to finish a bit closer to home. Everything else I have written about here has to do with the imprints and signals of axion dark matter in cosmology and astrophysics, but after all, we live in a dark matter halo of our own—there is dark matter around us right now. If it turns out that we are correct and the dark matter is made of axions then we may even have a decent chance of directly detecting some on Earth inside a type of experiment called a haloscope [778].

I will not touch on anything about the nature of those experiments—you can find out more about them here: [8]—but I will come very close. In any case, the general idea behind essentially all these experiments is the same: they are devices that aim to tap into the local oscillations in the axion field in some manner. So my goal with this final section is to use some of the concepts introduced in earlier sections and come up with a list of generic and largely experiment-independent behaviours we should expect this oscillating axion field to exhibit inside our Solar System. This is where the worlds of axion cosmology and axion experiments collide.

6.6.1 Dark matter in the solar neighbourhood

Before focusing on the behaviour of the axion specifically, let us discuss how we expect dark matter to behave in our Solar System, independent of its particle nature.

Here are some things we know for sure: we live in a spiral galaxy around 8 kpc away from its centre. The Sun’s orbit is, to good approximation, a circle, with a current orbital velocity of $248 \pm 1$ km/s with respect to the central supermassive black hole [779]. The Milky Way is surrounded by a dark matter halo which has a total mass somewhere between a few $\times 10^{11}$ and a few $\times 10^{12} M_\odot$ (e.g. [780–785]). The dark matter density at our location can be estimated to be in the range $\rho_{\text{DM, local}} = 0.3–0.5$ GeV cm$^{-3}$ [182].

The parameter $\rho_{\text{DM, local}}$ is of high priority for terrestrial searches for dark matter, so a lot of effort has been devoted over the last few decades to trying to nail down its value as precisely as possible. The local density can be extracted using several different techniques, but the principle behind most of them is to use the positions and kinematics of some tracer population of stars to infer the gravitational potential they are feeling. Then, by subtracting off models for the baryonic contribution to the potential from other stars, as well as the gas and dust, whatever remains ought to be the dark matter density. This latter point is important to emphasise because the gravitational potential at our position in the inner galaxy is dominated not by dark matter, but by baryons.

In more detail, there are two general categories of technique for measuring $\rho_{\text{DM, local}}$. One approach is to look at the problem globally, in which a large population of stars spread over kiloparsecs are used to construct a spatially-averaged rotation curve and mass model for the Milky Way (see e.g. [786–788] for a few recent examples).88 Another approach is more local—consider just nearby stellar tracers and infer the local gravitational potential by, for example, modelling their vertical harmonic oscillations in and out of the disk plane. This latter technique provides the answer we need for direct detection but suffers larger systematic uncertainties due to the smaller volume of the sample and the requirement of an accurate subtraction of the baryonic gravitational potential.

88It has been confirmed recently that the Milky Way rotation curve is actually slowly declining towards large radii as opposed to remaining flat as expected for canonical dark matter halos [787]. This result impacts the inference of the total mass of the Milky Way halo but does not appreciably affect the local dark matter density.
On the other hand, the rotation curve approach uses more data and is less influenced by these systematics, but only gives us an indirect idea of what the local dark matter density could be at our exact position. Reassuringly though, both techniques, when applied to the best stellar kinematic data available, yield similar answers within their quoted uncertainties: values in the range 0.3 to 0.5 GeV cm$^{-3}$, see e.g. Ref. [182] for a summary and discussion of a few other techniques that have been developed.

With the recent map of nearly 2 billion stars surveyed by the Gaia mission [789], measurements of the dark matter density are much less limited by statistics than in the decades prior. The effects of limiting improvements in $\rho_{\text{DM, local}}$ are now much more subtle. For example, the role of systematic uncertainties in the baryonic density model is now central, and any departures from the usual simplifying assumptions like axisymmetry and equilibrium—due to, for example, the influence of the Milky Way’s stellar bar—are simultaneously important while being challenging to incorporate into models.

I emphasise that $\rho_{\text{DM, local}}$ is a fundamental systematic uncertainty that all searches for dark matter inside our Solar System are subject to. Although the convention in the field is to simply adopt a benchmark value for this parameter, that is a potentially fatal practice. Particularly in the case of the QCD axion where there is a defined point inside a vast parameter space that we are targeting. Given how painstaking it is to make progress through this parameter space, it is highly unlikely, once any range of masses and couplings is claimed to be excluded, that this region will ever be probed again by another experiment. It is painful to imagine a situation in which an axion was within reach of an experiment but simply missed it because the true dark matter density lay closer to the lower edge of its expected window than the upper edge. This is the reason why I rescaled all haloscope exclusion limits in Fig. 22 from the convention in the field of 0.45 GeV cm$^{-3}$, to the more conservative 0.3 GeV cm$^{-3}$. To re-do this yourself, use the fact that experimental signals in the case of the axion-photon coupling are sensitive to the combination $g_{a\gamma} \sqrt{\rho_{\text{DM, local}}}$.

As well as the local density, another ingredient to any dark matter signal in the Solar System will be the distribution of velocities. Speaking more generally though, in astrophysics, the two are combined into a full 6-dimensional phase space distribution function, $f(x,v)$. This object obeys the non-relativistic and collisionless Boltzmann equation:

$$\frac{\partial f}{\partial t} + \mathbf{x} \frac{\partial f}{\partial \mathbf{x}} + \mathbf{v} \frac{\partial f}{\partial \mathbf{v}} = 0.$$  \hspace{1cm} (176)

The density of particles at some point $\mathbf{x}$, e.g. in the solar system, is defined by integrating out the velocity dependence,

$$\rho(\mathbf{x}) = \int d^3v \ f(\mathbf{x}, \mathbf{v}),$$  \hspace{1cm} (177)

whereas the distribution of velocities is found by integrating out the spatial dependence,

$$f(\mathbf{v}) = \frac{1}{M} \int d^3x \ f(\mathbf{x}, \mathbf{v}).$$  \hspace{1cm} (178)

We are assuming that the distribution function is normalised such that integrating over phase space...
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gives back the total mass in particles, $M$,

$$\int d^3x \, d^3v \, f(x, v) = M. \quad (179)$$

To simplify things we deal only with steady-state solutions $\partial f/\partial t = 0$, which is appropriate for describing the Milky Way halo on the fleeting timescales that human beings will ever be able to observe it for. As we know, Poisson’s equation connects the Newtonian gravitational potential to the density: $\nabla^2 \Psi = -4\pi G_N \rho$, so if we have a model for the gravitational potential then we can figure out both the density and the velocity distribution in the Solar System at the same time.

In practice, we can only find analytic solutions to the Boltzmann equation under some fairly sweeping assumptions and symmetries. A good starting point, and a widespread baseline for dark matter searches, is the Standard Halo Model. We assume the dark matter halo is spherical, isotropic, and isothermal—described by one spatially-independent temperature or equivalently, one velocity dispersion, $\sigma_v$. The Standard Halo Model is just about the simplest model we could have come up with that performs the basic job of a dark matter halo. We may depart from its core assumptions if we want, but it is nonetheless a good example to try out first.

It can be shown that the distribution function for a steady-state spherically symmetric system need only depend on two integrals of motion: the total energy and total angular momentum: $f(E, L)$. The assumption of isotropy, on the other hand, states that: $\langle v_i v_j \rangle = 0$ for all $i \neq j$, which also implies in this case that we have no net angular momentum, and so we are down to just $f(E)$.

The next step is to define a useful measure of energy, which is taken to be the relative energy per unit particle mass $E = \Psi - \frac{1}{2}v^2$. The Standard Halo Model takes the ansatz,

$$f(r, v) = \frac{\rho_0}{(2\pi \sigma_v^2)^{3/2}} e^{-\left(\frac{\Psi - \frac{1}{2}v^2}{\sigma_v^2}\right)}, \quad (180)$$

where $\rho_0$ and $\sigma_v$ are constants that we may fix. Integrating the distribution function over velocity to obtain $\rho \propto e^\Psi$, we can then insert this into Poisson’s equation to get,

$$\frac{d}{dr} \left( r^2 \frac{d \ln \rho}{dr} \right) = -\frac{4\pi G_N}{\sigma_v^2} r^2 \rho, \quad (181)$$

which sees solutions of the form,

$$\rho(r) = \frac{\sigma_v^2}{2\pi G_N r^2}. \quad (182)$$

Now integrating the distribution function over $r$ gives us the velocity distribution at a point,

$$f(v) = \frac{1}{\sqrt{2\pi \sigma_v^2}} e^{-\left(\frac{|v|^2}{2\sigma_v^2}\right)}. \quad (183)$$

You can work out the mass contained within some radius by integrating Eq.(182), and then use that to work out the rotation speed of a circular orbit at that radius, in which case you will confirm that this halo generates a flat rotation curve, $v_c = \sqrt{2} \sigma_v = $ constant.
A few more modifications are needed in order to get the velocity distribution we need. The halo model is in the rest frame of the galactic centre, so to get the distribution we observe, we boost Eq. (183) into our frame of reference.

$$f(v) = \frac{1}{(2\pi \sigma^2)^{3/2}} \exp \left( -\frac{|v + v_{\text{lab}}|^2}{2\sigma^2} \right),$$

(184)

where $v_{\text{lab}}$ is the velocity of the observer in their laboratory with respect to the galactic centre. In most (but not all!) situations, however, we don’t have any sensitivity to the direction of the direction of the axion waves given by $v$, but just the frequency of them, which depends on $v = |v|$. So we require the speed distribution, which we can get by integrating out the angular dependence from the velocity distribution. For the boosted Gaussian this takes a Maxwell-Boltzmann-like form:

$$f_{\text{lab}}(v, t) = \frac{\sqrt{2}v}{\pi \sqrt{\pi} \sigma_v v_{\text{lab}}(t)} \exp \left( -\frac{v^2 + v_{\text{lab}}(t)^2}{2\sigma_v^2} \right) \sinh \left( \frac{v_{\text{lab}}(t)v}{\sigma_v^2 \sinh(v_{\text{lab}}(t))} \right).$$

(185)

In many other contexts in direct dark matter detection it is common to also truncate the speed distribution at the local escape speed. This in turn is related to the fact we must regulate the divergent total mass of the Standard Halo Model by cutting off the density profile at some radius. Since the escape speed can be measured by looking at the high-speed tail of some velocity distribution of stars, we take an empirically motivated value of something like $v_{\text{esc}} \approx 490$-$580$ km s$^{-1}$ (see e.g. Refs. [783–785]). In any case, this is something of a tangent for this discussion since searches for the axion are not at all sensitive to this number.

As for the velocity $v_{\text{lab}}$, while we expect that this will primarily be on the order of the circular rotation speed, $v_c \sim O(200 \text{ km s}^{-1})$, the Solar System does not move on a precisely circular orbit around the Milky Way. Moreover, we as observers are not moving with the same velocity that the Sun is moving around the galaxy. In general, it is best to decompose $v_{\text{lab}}$ into a sum of several velocities that are all known to, at worst, $O(1 \text{ km s}^{-1})$ accuracy. They are:

$$v_{\text{lab}}(t) = v_{\text{LSR}} + v_{\text{pec}} + v_{\oplus,\text{rev}} + v_{\oplus,\text{rot}}.$$

(186)

This velocity is time-dependent, but which components take on that time dependence depends on the coordinate system and the reference frame being used. When I give numerical values I assume they are written in the rest-frame of the galactic centre.

The first component, $|v_{\text{LSR}}| \approx 233$ km s$^{-1}$, is the velocity of the Local Standard of Rest (LSR) and measures the bulk rotational motion of the disk in our neighbourhood, whereas $|v_{\text{pec}}| \sim 18$ km s$^{-1}$ measures the peculiar motion of the Sun with respect to the LSR [790]. The third and fourth velocities represent the velocities of the Earth revolving around the Sun, $|v_{\oplus,\text{rev}}| \sim 30$ km s$^{-1}$, and the observer rotating around the Earth’s axis, $|v_{\oplus,\text{rot}}| \approx 0.46$ km s$^{-1}$. They will generate an annual and daily variation in $f_{\text{lab}}(v)$ respectively. See Ref. [791] for detailed formulae for these velocities in various coordinate systems.

The boost by $v_{\text{lab}}$ substantially enhances the flux of the dark matter particles arriving at Earth—a phenomenon known as the “dark matter wind”. The dark matter wind is expected to be one of the most unambiguous signatures of any particle that originates from the halo and not from the
baryonic part of the galaxy, or the Solar System, or the Earth, or something else. So a measurement of some feature of this wind will be required before any claimed detection of a signal can be taken seriously as a discovery of dark matter. With that in mind, let me now summarise a few of the expected features of the dark matter wind from the perspective of a terrestrial observer.

- **Annual modulation**: because \( v_{\text{lab}} \) contains the velocity of the Earth around the Sun we expect the flux of incoming dark matter to vary (approximately) sinusoidally over the year, peaking in June.

- **Directionality**: \( |v_{\text{LSR}}| \) is about an order of magnitude larger than any other velocity in Eq.\((186)\), which means the flux of incoming dark matter peaks towards a direction that is tangent to our circular galactic orbit. This direction is a 90° anti-clockwise rotation away from the galactic centre in the disk plane. If you look up a map of the constellations in galactic coordinates you will discover that this direction points towards Cygnus [792].

- **Sidereal modulation**: in the rest-frame of an Earthbound laboratory, the velocity \( v_{\text{lab}} \), will rotate around the sky with a period of one sidereal day, which is about 3.9 minutes shorter than the 24-hour Solar day. The dark matter flux also undergoes a tiny daily oscillation at the level of \( v_{\oplus, \text{rot}} \sim 0.46 \, \text{km/s} \) due to the relative motion of the Earth’s surface with respect to the galaxy.

- **Gravitational focusing**: when the Earth is down-wind of Cygnus, the gravitational field of the Sun will bend the trajectories of dark matter with speeds close to the solar-system escape velocity at the Earth’s location: \( v \sim \sqrt{2GM_{\odot}/1\text{AU}} \sim 42.3 \, \text{km/s} \) [793, 794]. This causes a small shift in the speed distribution at these low speeds, as well as a few-percent enhancement in the dark matter density peaking around March [617, 795–797].

To be clear, these features apply to any particle dark matter candidate. I will extend this list with additional features specific to wave-like dark matter in the next section.

I am claiming that these features are generic, however as I have written them here, it may seem like many of them arise from what was an overly simplistic model for the Milky Way’s dark matter halo. This may worry you because, unlike the dark matter’s local density, we have no direct methods of measuring its local velocity distribution. So far we have only been able to make educated guesses about the expected properties of \( f(v) \) using simulations and the Milky Way’s stellar halo as guides. The spherically symmetric and isothermal assumptions that form the basis of the Standard Halo Model are reasonable starting points for devising a benchmark model, but are unlikely to be accurate in detail, as summarised in Ref. [181]. In fact, there are several well-motivated ways in which the true dark matter distribution function in the solar neighbourhood could be more complex than this.

The halos of Milky Way-like galaxies emerging in simulations of \( \Lambda \)CDM are observed to be very smooth and largely featureless in their inner regions—well-modelled using standard density profiles like the NFW (keep in mind that we are reasonably far away from the galactic centre which is the region where we should be cautious when making statements about density profiles). However, the Standard Halo Model is spherical, whereas the Milky Way halo is known to be triaxial [798]. Triaxial halos do emerge ubiquitously in simulations of \( \Lambda \)CDM halo formation, and this is important in our context because triaxial halos are also expected to exhibit some degree of
overall figure rotation. This would counteract my strong statement above about directionality as a generic feature of the dark matter wind, as this implicitly relies on the assumption that the halo does not co-rotate in the same direction as the disk.

Fortunately, while we expect the Milky Way halo to spin, the speed of this figure rotation inferred from simulations may only be as high as a few tens of degrees over Gyr timescales, assuming there haven’t been large numbers high-angular-momentum merger events in the galaxy’s recent past [799–802]. The slow rotation of the Milky Way halo is also backed up by observational tests of rotation of the Milky Way’s stellar halo, which spins at ~ 20 km/s [803]; as well as attempts to constrain anomalously fast rotation in the dark matter halo itself using the geometry of stellar streams [804]. Put together, this evidence suggests that the assumption that the dark matter flux points back towards Cygnus is likely very robust.

Whether or not the velocity distribution is well-modelled as a Gaussian is more up for debate. There has been a long history of extracting simulation-inspired local dark matter velocity distributions, see e.g. [805–808] for a very small sample. To highlight one recent example, Ref. [809] has taken Milky Way analogues in the FIRE suite of zoom-in hydrodynamics simulations to infer a local speed distribution that is roughly Maxwellian but with a dispersion of $\sigma_v = 161 \text{ km s}^{-1}$, a peak speed of 250 km s$^{-1}$, and a high-speed cutoff of $v_{esc} = 470 \text{ km s}^{-1}$.

Of course, a simulated galaxy is not the Milky Way, and so many of the features peculiar to the exact merger history our own galaxy has undergone in its recent or not-so-recent history will not be reflected. It turns out that a somewhat blurry view of this history is precisely what the recent Gaia survey, and the field of ‘galactic archaeology’ is able to provide us with. In particular, there is a population of stars that themselves orbit within the halo of our galaxy called the stellar halo. While this halo population makes up less than 1% of all the stars in the galaxy, their distribution is nonetheless flush with evidence about the Milky Way’s assembly history.

One of the most important revelations of the Gaia era is that the inner halo of the Milky Way is rife with phase space substructure, see e.g. [810–813]. Satellites in the process of being tidally disrupted have been visible stretching across the sky for many years [814], but only thanks to the quantity and quality of the Gaia data can we map this structure throughout the 6-dimensional phase, allowing even objects that are invisible when simply counting stars to be picked up. But while dark matter halos are built up from a large number of mergers—including with many small subhalos that never hosted substantial numbers of baryons to begin with [815]—the bulk of the stellar halos of Milky Way-like galaxies on the other hand are built from a relatively small handful of significant merger events [816–818]. Moreover, and thanks chiefly to Gaia, the evidence is now overwhelming that the inner stellar halo of the galaxy is dominated by one merger specifically: the Gaia Sausage-Enceladus (GSE) [819, 820]. The debris of the collision with the progenitor dwarf galaxy that formed the GSE is distributed all across the Milky Way and is marked by its peculiar kinematics and chemistry. We see it today as a population of halo stars in a triaxial figure [798] out to around 20 kpc from the galactic centre [821] and on highly radial (i.e. eccentric) orbits. The inferred stellar mass of this primordial dwarf galaxy is around $\sim 10^8 M_\odot$ [822, 823], massive enough to host a decent number of its own globular clusters [824, 825], which means a substantial dark matter halo was likely also deposited into the halo as well due to known correlation between the number of globular clusters and the mass of the halo they orbit [826]. See Ref. [827] for a recent historical account of how evidence for this
structure built up over the years from the pre-\textit{Gaia} era until now.

Because of the reasons mentioned above, the Gaia Sausage-Enceladus will most likely be less noticeable in the dark matter distribution compared to the stellar halo. However, the kinematics of this accreted material are so distinct from the rest of the Milky Way’s halo that there is a strong implication that our assumption of an isotropic velocity distribution will not be correct. A simple way to model it would be to apply an anisotropy in the galactic radial direction (i.e. a wider distribution along an axis perpendicular to the DM wind)\cite{181,828}. Evidence from simulations\cite{807,822,829}, as well as halo-shape arguments\cite{181}, both hint that something at the level of 20\% of the Milky Way’s DM was brought in by the GSE at most. I will also point out that the overall shape of the stellar halo is observed to be triaxial and tilted with respect to the galactic disk\cite{798}, which is a configuration that can only have remained stable for so many Gyrs if the dark matter halo is also tilted and triaxial\cite{830–832}, potentially as a response to the impact with the GSE\cite{833}. This fact would be expected to influence the relative density of dark matter at the solar position as well as generate anisotropy—effects that push us further towards reconsidering the basic assumptions of the Standard Halo Model.

Fortunately though, unlike many other types of dark matter candidates, the consequences of the various forms of kinematic substructure or departures from spherical symmetry are expected to be rather mild for axion experiments\cite{834,835}. Anisotropies would likely only show up if the velocity distribution or the annual modulation signal were measured at a relatively precise level\cite{836, 837}. So while the \textit{Gaia} era may have completely transformed our view of our galaxy’s structure and evolution, for the time being, a model for the velocity distribution in the form of a simplified isotropic Gaussian, remains a sensible enough assumption until the axion is discovered\cite{181}.

### 6.6.2 Axion dark matter in the solar neighbourhood

So far this is all fairly standard stuff for dark matter detection, but when it comes to axions we are sort of talking the wrong language. We want to model the axion as a classical field made up of lots of waves with dispersion relation: \( \omega^2 = |\vec{p}|^2 + m_a^2 \). So we ought to somehow make the connection between the particle description of a dark matter distribution and some equivalent statement about the Fourier modes of an oscillating classical field. A suitable way to do this is to first write the value of the real axion field at a spacetime point as a sum over waves with complex Fourier amplitudes \( \phi(\vec{p}) \):

\[
\phi(\vec{x}, t) = \sqrt{V_\odot} \int \frac{d^3 \vec{p}}{(2\pi)^3} \frac{1}{2} \left[ \phi(\vec{p}) e^{i(\vec{p} \cdot \vec{x} - \omega t + \beta_\vec{p})} + \phi^*(\vec{p}) e^{-i(\vec{p} \cdot \vec{x} - \omega t + \beta_\vec{p})} \right], \tag{187}
\]

where \( \beta_\vec{p} \) is some arbitrary phase which is assigned to each momentum. The energy density in a scalar field is \( \rho = \frac{1}{2} \phi^2 + \frac{1}{2} \nabla \phi^2 + \frac{1}{2} m_a^2 \phi^2 \), which can be used to work out the spatially averaged density:

\[
\bar{\rho}_a = \frac{1}{V_\odot} \int_{V_\odot} \frac{d^3 x}{(2\pi)^3} \frac{1}{2} \omega^2 |\phi(\vec{p})|^2. \tag{188}
\]

By comparing this with the other definition of the spatially averaged density from a distribution function, Eq.(178), we can make the connection between the velocity distribution and the amplitudes
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Figure 24: A cheatsheet for comparing a dark matter mass with its oscillation frequency, coherence length, and coherence time, assuming $v \sim 300$ km/s. Note that the latter two quantities are not rigorously defined and should be viewed as the approximate length and timescales where the loss of coherence due to the distribution of dark-matter velocities will be important. For comparison, I have shown the axion mass windows targeted by the following haloscopes: Twisted Anyon Cavity \[709\], DANCE \[697\], DarkGEO \[838\], CASPER \[839\], WISPLC \[840\], SRF \[841\], DMRadio \[842\], BabyLAXO-RADES \[666\], AMDX \[663\], FLASH \[672\], CADEx \[668\], ORGAN \[647\], MADMAX \[671\], DALI \[669\], ALPHA \[665\], BREAD \[667\] and LAMPOST \[670\]. See Ref. \[232\] for data and code to reproduce this figure.

of a Fourier decomposition,

$$|\phi(p)|^2 \approx (2\pi)^3 \frac{2\rho}{m_a} f(v). \quad (189)$$

To make progress from here we have to think about a measurement of the field $\phi(x, t)$, which will necessarily take place over some finite temporal and spatial scale. Typically, this will be done by measuring the field value over a volume as a function of time and then taking a discrete Fourier transform of that timeseries. The frequency resolution in $\omega$ of this discrete Fourier transform will be related to the duration of that temporal sample, i.e. $\delta\omega = 2\pi/T$.

An important fact that emerges when thinking about the expected spread in axion momenta $\phi(p)$ is the idea that when these samples are short enough in time or small enough in distance, the oscillations will appear coherent. For example, if we measure the field over some short distance $\Delta x$, then any two axion momenta separated by anything smaller than $\Delta p < 2\pi/\Delta x$ will fall within
the same momentum bin. Similarly, if we measure the field over a timescale $\Delta t$, modes separated by values smaller than the $\Delta \omega < 2\pi / \Delta t$ will also end up in the same bin. An equivalent statement is that two modes spaced by larger momentum or frequency separations than this will go out of phase with each other by more than $2\pi$ across the measurement, and so we can tell them apart.

So we can now ask, given that the dark matter velocity distribution does have a spread in momentum and frequency given by $\Delta p = m_a \Delta v \sim m_a \sigma_v$, and $\Delta \omega = m_a v \Delta v \sim m_a v \sigma_v$, over what length or time is this spread apparent? Equating these expressions with the ones in the previous paragraph we see this is simply when,

$$\Delta x \gtrsim \frac{2\pi}{mv}, \quad \Delta t \gtrsim \frac{2\pi}{mv \sigma_v}$$

(190)

which, as mentioned several times already, are the coherence time and coherence length for the field. Here, $v$ should just be thought of as a ‘typical’ velocity, e.g. the mean speed coming from $f(v)$, whereas $\sigma_v$ is the velocity spread. In the Standard Halo Model, these are of the same order of magnitude, but there are instances where this may not be the case.

The notion of the coherence time and coherence length has been important in many different contexts so far, and in the context of direct detection, they encapsulate another important idea. What they tell us is the typical length and time over which the axion field can be modelled as a single, monochromatic and spatially coherent oscillation:

$$\phi = \phi_0 \cos(\omega t - \mathbf{p} \cdot \mathbf{x} + \beta)$$

(191)

For comparison, I show Fig. 24, which compares the size of the coherence length and coherence times across the axion mass range with some experimentally “reasonable” scales, i.e. experiments on the scale of metres in size and data-taking durations not exceeding several weeks. For masses $m_a < 10^{-4}$ eV the field within a metre-scale experiment will be absolutely spatially coherent, whereas for masses $m_a < 10^{-15}$ eV, it can be modelled as monochromatic as well. For higher masses than these limits, a typical integration time will span many coherence times and more modes from across the velocity distribution will be sampled. For masses above $m_a > 10^{-4}$ eV, the axion field may also not be coherent across the entire experimental volume, leading generally to a mild direction-dependent suppression to the signal integrated over that volume [836, 843].

Another important issue that arises from Eq.(187) relates to the measured amplitude of the field. We know that on average $\langle \phi \rangle = \sqrt{2\rho_{\text{DM, local}}/m_a}$, because this is the value that we engineered the field’s energy density to have. However, within any one coherence volume, the amplitude will not take on this averaged value. The reason for this lies in $\beta_p$. The field at a single point and time is still the sum over many different modes, however in the situation we are interested in, all of these modes should be assumed to have unrelated phases—i.e. $\beta_p$ for each mode is completely random. The reason for assuming random phases is linked to the implicit assumption that we make in direct detection that the dark matter around us is spatially homogeneous. If there was any strong phase coherence in $\beta_p$, this would enhance the amplitude of the field and hence constitute an overdensity. So, when we sum up all of the modes under the assumption of homogeneity, strictly we must do so with randomly chosen phases for every mode. This may still lead to the possibility of over or underdense patches, but these are purely statistical in nature and occur due to constructive or
Let us now see what the distribution of amplitudes will be. I will sketch the basic idea, but you can go to Ref. [844] if you want a mathematical proof. First, imagine we are measuring the field for periods well within the coherence time. In this case, we are summing up many modes $\sum \cos (\omega_i t + \beta_i)$, all of which appear to have practically identical frequencies within the measurement time: $\omega_i \approx m_a$; but where each phase $\beta_i$ is random. So while the frequency of this sum will still be $m_a$, because of the incoherent sum over many waves with random phases, the final amplitude we measure will be randomly drawn and suppressed from down from the extreme upper limit of $N \times A$, where $A$ is the amplitude of one of the waves and $N$ the number of them. It can be shown that the measured amplitude arising from this incoherent sum will follow the statistics of a Rayleigh distribution: $p(A) = (2A/N)e^{-A^2/N}$.

This logic can be applied when the measurement extends longer than the coherence time too. In this case, the Fourier spectrum is split across more finely spaced bins, but the modes going into each bin still add up incoherently and so each one gets a random amplitude drawn from a Rayleigh distribution. The only difference in this case is that the value of $N$ for each bin is different because the modes take on some distribution of frequencies given by $f(\nu) = \frac{\nu}{2(\omega/m_a - 1)}^\nu$ where $\nu = \sqrt{2(\omega/m_a - 1)}$. At the level of the Fourier power spectrum, which is what is usually measured, the distribution of each bin has the statistics of a squared Rayleigh variable, which is the exponential distribution.

In the limit of a measurement lasting much longer than the coherence time, the full power
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The power spectrum has the following general form [844, 845]:

\[ P(\omega) = P_0 \epsilon(\omega) f(\omega) = P_0 \epsilon(\omega) f(v) \frac{dv}{d\omega} = P_0 \epsilon(\omega) f(v) \frac{1}{m_a v} \sqrt{2(\omega/m_a - 1)} , \]  

(192)

where \( P_0 \) is some arbitrary signal strength that will depend on the specifics of the experiment as well as the dark matter density and axion coupling. The values of \( \epsilon(\omega) \) are the randomly drawn amplitudes. Assuming there are no phase correlations between Fourier modes, i.e. there are no spatial overdensities in the field nearby, then at every value of \( \omega \) in the discrete Fourier transform of some sample of the field, a different \( \epsilon(\omega) \) is drawn from an exponential distribution.

Although this intrinsic stochasticity suppresses the power in each bin, if the measurement times are not too long then it can be suppressed by stacking multiple power spectra together. Unfortunately, for very low axion masses this procedure won’t be possible over any realistic timescale, and so these random amplitudes can severely impact the expected signal statistics [846]. In fact, for experiments operating in the ultralight regime, entire measurement campaigns may fit inside a single coherence time. The full power spectrum is then only contained in a single frequency bin with one randomly drawn amplitude, and it is possible to get unlucky where, by random chance, you draw a very small number.

These various issues are expressed in Fig. 25, which shows how the signal on the timescale of the axion period \( 2\pi/m_\alpha \) looks like a single wave, whereas over many coherence times, there is a slow variation in the amplitude and frequency. The Fourier transform reveals the frequency dependence \( f(\omega) \), called the lineshape, whereas measuring the values of the amplitude within each oscillation period (shown in orange), pulls out the Rayleigh distribution.

We see that all of the characteristics of the dark matter wind mentioned in Sec. 6.6.1 are encapsulated in the lineshape \( f(\omega) \) [806, 848–850]. In Fig. 26 I show how the lineshape measured at multiple instances in time would be expected to vary. From the variation in \( v_{lab}(t) \), we expect the lineshape to get slightly narrower in December when we move with the dark matter wind, and broader in June when we move against it [851].

The lineshape in this simple example is simply related to the dark-matter speed distribution transformed into a distribution of frequencies. This form of the lineshape is relevant for the vast majority of experiments looking for axions, but not all of them. One notable exception applies to any experiment that operates over length scales larger than the axion’s coherence length [836, 843], or equivalently if multiple axion signals are measured and correlated over a spatial extent that extends outside the axion’s coherence length [837]. Another exception applies to experiments that don’t couple directly to \( \phi \) but to \( \nabla\phi \), which pulls out a factor of \( v \) [852–854]. The latter is the case for experiments probing axion-fermion couplings, e.g. Refs. [839, 855–857]. In all of these exceptions, the fact that there are effects that depend on the vector \( v \) implies that they are sensitive to the directionality of the dark matter wind, and so will be subject to a strong modulation over a period of a sidereal day due to the rotation of the experiment with respect to Cygnus.

So what about the various assumptions we made in Sec. 6.6.1 about the dark matter halo? Do we expect these to apply to wave-like dark matter? Let us first address the issue of homogeneity. While it is generally believed that there should not be any fine-grained fluctuations in the dark matter density on the mpc scales probed by experimental campaigns, it is worth recalling why we
Figure 26: The axion lineshape $f(\omega)$ as it would be observed over a duration of two years. The typical width of the lineshape for a Maxwellian speed distribution is around $Q = m_a/\Delta \omega \sim 10^6$. The annual modulation of the Earth's velocity acts to vary the width of the lineshape over the course of the year. Any substructure in the local velocity distribution would appear as a distinct peak in the lineshape, with a higher value of $Q$, and with its own phase of annual modulation. This plot is based on a figure I originally made for Ref. [847].

believe this to be the case. Dark matter halos are formed from a complicated folding procedure of an initially smooth 3-dimensional sheet embedded in 6-dimensional phase space. The density at a point in some inner part of a halo must, therefore, be set related to some huge number of folds of this sheet, which physically corresponds to innumerable streams of dark matter particles with identical velocities. All of these streams sum up to make the virialised halo that, for most practical purposes, would appear perfectly smooth both spatially and kinematically [858]. These objects are referred to as fundamental streams (to distinguish them from the streams originating from the tidal disruption of accreted subhalos), and they are a generic—albeit probably unobservable—consequence of halo formation under pure cold dark matter.

Before I return to that idea, we must also think about the ways that axions differ from purely cold dark matter. For example, in post-inflationary axion and ALP scenarios we have the expectation that the primordial density sheet is not as smooth as in cold dark matter. In particular we expect there to be AU-scale clumping of axions into miniclusters whose subsequent mergers will boost the level of substructure in axion dark matter beyond that expected from the adiabatic perturbations. In the case of the QCD axion, this enhancement emerges around halo masses from the Earth mass down to asteroid masses [108, 185]. This implies yet another modification to the picture of a smooth DM distribution, to the point that in the worst-case scenario in which the vast majority of axions end up inside miniclusters, there may be no dark matter around us to detect. However, this pessimistic conclusion is moderated by several effects. Firstly, it has been shown in several N-body simulations that around 10-20% of the axions never end up bound inside miniclusters, and instead
fill the pc-scale minivoids that separate them in the galaxy. Additionally, while axion miniclusters are compact, they are not so tightly bound for them to survive tidal disruption [751–753]. As any given minicluster orbits the galaxy, it will come within a few parsecs of many millions of stars. And for a subset of those encounters, the tidal energy injection they will experience can be sufficient to strip a substantial amount of their mass from them. For the heavy and more loosely bound miniclusters that are well described by NFW profiles, they may be disrupted almost in their entirety, with a hefty fraction of the total dark matter mass spilling back into the minivoids [755]. This acts to refill the phase space distribution, but miniclusters have internal velocity dispersions many orders of magnitude narrower than the halo, which means that these form another type of stream on top of the fundamental streams from the halo infall of the dark matter that was never inside miniclusters, or got stripped early on.

A simple model for a distribution made up of these kinds of fine-grained streams is to simply sum up many Gaussians [834, 835],

$$f_{str}(v) = \sum_{N_{str}} \frac{e_{str}^i}{(2\pi \sigma_{str}^2)^{3/2}} \exp \left( -\frac{(v + v_{lab} - v_{str}^i)^2}{2\sigma_{str}^2} \right)$$

(193)

where we impose the normalisation condition $$\sum e_{str}^i = 1$$. Here the distribution in general is poorly reflected by a Gaussian, however we should still draw $$v_{str}$$ from the halo’s large-scale multivariate Gaussian. Only now, at the level of the solar neighbourhood the distribution is intrinsically granular. For a halo entirely made of fundamental streams, we expect something like $$N_{str} = 10^{14}$$ of them [858], each one having a velocity dispersion $$\sigma_{str}/v_{str} \sim 10^{-10}$$. Realistically, this distribution may as well be perfectly smooth. However, at least one of those streams is expected to contribute around 0.1% of the local density alone [858], which could be observed in ultra-high-frequency resolution measurements of the axion field oscillations, as attempted recently in Ref. [859] for example.

Before finishing, I will mention that there are a handful of other characteristic behaviours of the axion dark matter inside the Solar System that we can add to the list of possible effects at the end of Sec. 6.6.1. For instance, we may wish to account for the wave-like nature of dark matter when calculating gravitational focusing [860]. The presence of the Sun as a massive body influencing the wave dynamics of the incoming dark matter leads to additional patterns in the density and spectrum when the Earth is downwind of Cygnus. The additional wave-like signatures are most pronounced when the coherence length is on the order of the Earth’s orbital radius, $$10^{-15} – 10^{-14}$$ eV—although even in this regime it is still a percent-level effect.

Another possibility is that there could be some amount of gravitational condensation of the dark matter inside the Solar System similar to how axion stars form. If the formation of a bound state of axions gets accelerated by the presence of a massive body like the Sun or the Earth, this could lead to small miniature versions of halos that could substantially boost the detectable dark matter density [861]. The estimated radius of these halos would be proportional to $$1/m_a^2$$ and so having a solar axion halo with a radius that reaches the Earth’s orbit requires $$m_a \leq 10^{-14}$$—but this also cannot extend to arbitrarily low masses because the bound state should not be permitted to be too large or too dense or it would disrupt the orbits of the planets. Having an Earth-bound halo that extends up to the Earth’s surface on the other hand requires slightly higher masses, $$m_a \leq 10^9$$ eV.
Quartic self-interactions (controlled by the parameter $1/f_a$) may be able to accelerate the formation and saturation of the bound state through scattering processes amongst axions [862].

Finally, a feature of wave-like dark matter that has been discussed in the literature, but perhaps not investigated in enough detail, is the idea that the local distribution should contain an abundance of vortices—regions where the dark matter velocity field has nonzero curl. Vortex rings are a natural consequence of wave interference in a non-relativistic field obeying the Schrödinger-Poisson equation. I refer you to Ref. [5, 863] for more detail and Ref. [864] for visualisations of these in an ultralight dark matter halo. In the centre of one of these vortex rings, the field will destructively interfere with itself, causing the amplitude to vanish, although it will still have a nonzero gradient with the density scaling like $1/r^2$ in its vicinity. These could lead to interesting implications for experiments, especially those in which signals are temporally or spatially correlated. To model one of these objects individually we would need to depart from the assumption about $\beta_p$ being totally uncorrelated. The phase would circulate around the vortex and so we would expect to exhibit that specific pattern in physical space through some, $\beta(t, x)$.

So let us put together these ideas and extend the list of expected signatures of dark matter in the solar neighbourhood to a few more that are specific to wave-like dark matter. Note that while many of these emerge as consequences of specific models or regimes in parameter space. They are, as a consequence, necessarily model-dependent, and so not all of them would be expected to be present at the same time. Nonetheless, we can conjecture the following additional signatures:

- **Fundamental streams**: if the signal can be measured at a frequency resolution at the level of $\omega/\Delta\omega > 10^{10}$ or better, the fundamental streams expected as a result of the phase-space folding of the primordial dark matter sheet into a virialised halo could be made visible.

- **Fossils of post-inflationary substructure**: in post-inflation axion misalignment scenarios we expect enhanced small-scale structure—the growth and merger of miniclusters into mini-halo halos. The effective lineshape of these objects would be sufficiently narrow-band that even if all of them were tidally disrupted, their remnants may still persist when resolving the axion signal in frequency.

- **Wave-like gravitational focusing**: for wave-like dark matter masses with a coherence length that are of a similar order of magnitude to an astronomical unit, $m_a \sim 10^{-14}$ eV, the gravitational focusing of the waves can cause additional interference effects beyond the standard particle gravitational focusing effect mentioned in the previous list.

- **Solar halos**: for light particle masses which undergo self-interactions, a gravitationally bound halo of dark matter may build up around the Sun or the Earth, enhancing the local density by several orders of magnitude.

- **Vortices**: resulting from wave dynamics alone, within every coherence volume, there should be a region around which the velocity circulates with nonzero curl and in the centre, the field value vanishes.

Clearly, there is much that could be going on in the dark matter inside our solar system—it is now in the hands of experimentalists to determine the nature of the dark matter and reveal which,
if any, of these peculiar phenomena are present. It is interesting to think about this in the broader context. As discussed earlier, the Gaia satellite is right now revolutionising our understanding of the Milky Way’s halo on a much larger scale than the solar system. There are many exciting features that are being unravelled all the time, but so far we can only make educated guesses about what they might imply for dark matter. There is the tantalising possibility that one day, after a positive detection of the axion is made, it will become our messenger from the dark side of our galaxy, and contribute as much to a revolution in astronomy as it will to particle physics...

7. Conclusion

But then again, maybe the axion doesn’t exist.
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