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The increasing scale of large-scale scientific facilities and scientific data center network systems
makes the system vulnerable to internal failures or external attacks during operation, leading
to system paralysis and significantly impacting the normal work and life of users. Timely and
accurate fault location is crucial for ensuring stable system operation. Log data, which records the
system’s running status, plays a vital role in identifying and rectifying anomalies that occur during
system operation. Therefore, timely troubleshooting of log anomalies is essential for maintaining
the stability of complex systems and ensuring the safe operation of large scientific facilities and
scientific data centers.
This paper proposes a log anomaly detection method based on local information extraction in
a Transformer model, which learns the deep language features and context information of log
recording through a Sentence-BERT model. The local feature extraction of convolution operation
and the Transformer model are used to capture context information in the sequence to improve the
model’s ability to recognize complex patterns and speed up model training and reasoning. We
have carried out experiments on log data sets, and the experimental results show that this method
can provide a reliable and efficient solution for log anomaly detection of large scientific research
facilities and scientific data center network systems.
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1. Introduction

System logs are important data sources that record information such as system running status,
user operations, and abnormal events. They are an indispensable part of understanding system
behaviors and ensuring system stability and security.[1] Anomaly detection of system logs can help
locate anomalies and analyze faults, which is a topic worth studying at present.

Log anomaly detection aims to identify abnormal behaviors that are significantly different from
normal behavior patterns by analyzing data patterns and behavior characteristics in system logs, so
as to realize early warning of potential threats and system failures. This not only requires a deep
understanding of the structure and meaning of various system logs, but also requires the use of
advanced technical means such as data mining and machine learning to improve the accuracy and
efficiency of anomaly detection.

With the development of information technology, the scale of modern data center systems is
expanding day by day, and the log records generated by complex systems have reached tens of
millions. Even a system deployed on a medium-scale network generates more than terabytes of
logs per day.[2] Research on log anomaly detection mainly focuses on anomaly detection methods
based on machine learning and anomaly detection algorithms based on deep learning. Machine
learning-based algorithms can automatically adapt to changes in log data, but often require large
amounts of labeled data and are not effective when dealing with extremely unbalanced data and
unlearned anomalies.

At present, the research on log anomaly detection mainly focuses on log anomaly detection
algorithms based on deep learning, but the existing methods also have some defects. As unstructured
data, the output format of logs is highly unstable, and the log format varies significantly between
different systems. Therefore, the parsing accuracy of logs will affect the effect of anomaly detection
model.[3]In addition, the deep learning model has the characteristics of large number of parameters
and long training time.

Log anomaly detection is not only an important research direction in the field of network
security, but also a basic work to ensure the stable and reliable operation of information system. To
develop a more efficient and intelligent log anomaly detection model is very important to improve the
efficiency of operation and maintenance personnel and the reliability of large-scale systems.[4] In
order to improve the accuracy of log analysis and the efficiency of log detection, this paper proposes
a log anomaly detection algorithm based on the Transformer model based on local information
extraction.

The contributions of this paper are as follows:
(1) A simpler log preprocessing method is proposed, which does not need to parse the log

template, retains the detailed semantic information of the log, and avoids the influence of the
existing log parser on the inaccuracy of log parsing;

(2) Extract the full semantic features of log statements, and use the pre-trained Sentence-
BERT model to fully consider the impact of words in log statements on context during semantic
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embedding;
(3) The anomaly detection model is constructed, and the convolution layer and Transformer

model are combined to extract local features and global features, and the parallel processing
capability of tranformer model is utilized to improve detection efficiency. Through the evaluation
of system log data sets generated in two different systems, it is proved that our method can effectively
complete the log anomaly detection task.

The rest of the paper is organized as follows. Section 2 introduces related work and techniques.
Section 3 describes the system architecture and the implementation of the algorithm. Section 4
presents some experiments of comparison between the proposed method and other log anomaly
detection algorithms. Section 5 provides conclusions.

2. Related Works

Researchers at home and abroad have proposed many methods in log anomaly detection and
achieved many important research results. The early traditional log anomaly detection method
[5][6] relies on the operation and maintenance personnel to use regular expression matching to
manually analyze the log. With the expansion of the system scale, the log data explosion increases,
and the efficiency and accuracy of the traditional log anomaly detection method are difficult to meet
the needs. At present, most researchers apply machine learning methods and deep learning methods
to log anomaly detection, which greatly improves the accuracy of log anomaly detection.

2.1 The machine learning based anomaly detection methods

Machine learning log anomaly detection methods can be divided into supervised machine
learning log anomaly detection methods and unsupervised log anomaly detection algorithms[7].
The supervised learning method uses labeled data sets, and because there are fewer labeled data
sets in the actual environment, the unsupervised learning method is widely used because of the
advantage of using unlabeled data sets during training.

Supervised log anomaly detection algorithms such as Han et al.[8]implement SVM-based
log anomaly detection algorithms. Experts merge semantic similar log templates, and use online
learning theory to dynamically update parameters. Finally, SVM-based log anomaly detection is
performed.

Unsupervised log anomaly detection such as the improved isolated forest(IF) algorithm pro-
posed by Xu et al.[9] provides an efficient anomaly detection mechanism for structured continuous
data. The core principle of this method is that normal data instances tend to form high-density re-
gions in the data space, while abnormal instances are sparsely distributed outside these high-density
regions. If the instances of log data deviate significantly from the space composed of normal data
instances, these instances can be identified as exceptions. However, the study also points out that
when dealing with large-scale data sets, the performance of the isolated forest algorithm in detecting
outliers may be negatively affected.
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2.2 The deep learning based anomaly detection methods

Log data may contain a variety of types of information, such as timestamp, log level, message
text, etc. In the face of large-scale data sets, deep learning models can process these different
dimensions of information through different layers of the network. Deep learning models, especially
Recurrent Neural Network[10], Long Short-Term Memory[11] and Gated Recurrent Unit[12], are
designed to process such data and can capture long-term dependencies, which is very important for
identifying abnormal patterns of logs.

LSTM is a variant of recurrent neural networks, which has attracted attention because of its
ability to maintain long-term dependence on information when processing sequence data. This
ability makes LSTM very suitable for log anomaly detection tasks. DeepLog proposed by Du et
al.[13] is a classical log anomaly detection algorithm based on LSTM. It detects abnormal behaviors
in log template sequences and parameter values by stacking two layers of LSTM networks.Meng et
al.[14] proposed LogAnomaly.By introducing dLCE ( a natural language processing model ), word
embedding technology is used to semantically express log templates, and then template vectors are
generated. These vectors are then used to train the LSTM model to predict and match the newly
generated log templates during system operation, and anomaly detection is performed based on
the similarity between template vectors. At the same time, the LogNL proposed by Zhu et al.[15]
combines the advantages of DeepLog and LogAnomaly, and uses a two-layer LSTM network to
perform abnormal judgment on log templates and parameter values, which further improves the
performance of the model.In addition, Hashemi et al.[16] proposed a siamese network model based
on LSTM.This model maps log sequences to vector space, so that sequences of the same type
are close to each other in vector space, while maximizing the distance between different types of
sequences, thereby improving the accuracy of anomaly detection.

There are still some limitations when using LSTM or GRU to deal with log anomaly detection
tasks, which is mainly reflected in the inefficiency of dealing with large-scale data sets.[17] Com-
pared to RNN, Transformer[18] can process the entire sequence in parallel. This not only improves
efficiency, but also makes it have better performance and faster training speed than RNN-based
models when dealing with long sequences. Huang et al.[19]proposed the HitAnomaly algorithm
for the first time using the Transformer model in the log anomaly detection task. They converted the
log template and parameter values into vector representations, and then used the attention mecha-
nism to merge. Finally, the abnormal probability distribution is obtained through the Softmax layer.
Guo et al.[20] proposed a framework called TransLog, which aims to improve the generalization
ability of the model on multi-domain log data, and enhance the generalization and adaptability of
the model through pre-training and Transformer-based adjustment stages.

3. System Architecture

The log anomaly detection method proposed in this paper consists of four modules, which are
log preprocessing module, log sequence generation module, semantic embedding module and log
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anomaly detection module. The overall architecture is shown as follows:

Figure 1: System architecture.

3.1 Log Preprocessing

Different systems may have their own unique log format and log content, but the components of
a log can be divided into log header and log body. Among them, the log header contains timestamp,
log level, source, etc. and the log body contains the specific content of the log. Log preprocessing
needs to extract effective information from semi-structured log records. Most of the existing log
anomaly detection methods are divided into two parts : (1) Using the log parser to parse the log
statement to obtain the log template[21] ; (2) Anomaly detection of log sequences using machine
learning or deep learning techniques. However, the method of preprocessing with log parser may
bring noise influence and affect the performance of model detection. There are also cases where
there is a deviation in semantic understanding and the parameter variables are parsed into templates.

Considering the problems existing in the log parsing method, this paper only performs simple
preprocessing on the log statement and retains the semantic information of the log statement. Firstly,
delete the non-letter content, including timestamp, IP address, PID, etc., and then replace the comma,
underline and other characters as spaces. Avoid affecting log anomaly detection performance due
to low log parsing accuracy and log semantic loss.
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Table 1: Log parsing example

Logs Interface ae3, changed state to down
Interface ae3, changed state to up

Error template Interface <*>, changed state to <*>

Correct template Interface <*>, changed state to down
Interface <*>, changed state to up

3.2 Log Sequence Generation

The events or states that occur in the system may be described by more than one log statement,
and the relationship between contexts needs to be considered. Therefore, the system log needs to
divide the log sequence according to a certain window size. There are two main ways to divide the
log sequence : according to the session ID division and according to the window division.[22]

According to the session ID division : This division method is mainly based on the log statement
contains the relevant session identifier. For example, in the HDFS dataset, each log contains a block
id identifier, and log statements containing the same block id can be divided into the same log
sequence according to the block id identifier.

According to the window division : this division method is divided into fixed window division,
sliding window division, etc. For a fixed window, you need to set the window size value that is the
length of the log sequence, and there is no overlap between the windows, a log will only appear in a
log sequence. For the sliding window, it is necessary to set the window size value and the step size
value. In general, the step size value is less than the window size value. The sliding window slides
with the step size value each time, and there is overlap between the windows. A log may appear in
multiple log sequences.

The data sets used in the subsequent experiments in this paper are data sets with session
identification and data sets without session identification. Therefore, in this module, the log data set
with session identification is divided according to the session ID, and the data set without session
identification is divided according to the window, and a more flexible sliding window is used to
divide the log sequence.

3.3 Semantic Embedding

Sentence-BERT[23] is a derivative model of BERT[24], which is specifically used to gener-
ate sentence-level embedding vectors. Although the BERT model performs well on many NLP
tasks, it is less efficient when it is directly used for tasks such as sentence similarity calculation,
because it needs to compare each pair of sentences in pairs, which may be very time-consuming
in practical applications. The Sentence-BERT model is based on the twin network and the triplet
network. Through Sentence-BERT, sentences can be quickly converted into sentence vectors, and
rich semantic information can be retained. The structure is shown in Figure 2.

The preprocessed log statement is only composed of words, which can be regarded as a
statement with special meaning. At present, semantic embedding for log statements requires a
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Figure 2: Sentence-BERT

large number of events and computing resources for model training. This paper chooses to use the
Paraphrase-MiniLM-L6-v2 model[25]. Paraphrase-MiniLM-L6-v2 is a model based on MiniLM
optimization, which is used to generate sentence embedding. The Sentence-BERT framework
is specially fine-tuned to generate excellent sentence embedding to optimize the performance of
specific NLP tasks.

3.4 Log Anomaly Detection

The Transformer model is a popular architecture in natural language processing. It processes
sequence data through a self-attention mechanism, and has obvious advantages in processing long
sequences and capturing global dependencies. In some cases, the Transformer model may rely too
much on global information and ignore the capture of local key signals. The convolution operation in
the convolutional neural network has the characteristics of extracting local information. Therefore,
by combining the advantages of the two, this paper proposes a Transformer model based on local
information extraction to make up for the limitations of the Transformer model to capture local
features, so as to achieve the best results in the log anomaly detection task.

The log sequence is in the form of one-dimensional data, so this paper uses one-dimensional
convolution Conv1D for processing. However, the limited receptive field of a single convolution
operation limits its ability to capture wider context information. In order to overcome this limitation
and enhance the performance of the model in local information mining, this paper proposes a multi-
layer convolution operation. Multiple convolution layers are stacked sequentially, and each layer is
equipped with convolution kernels of different sizes. This multi-layer convolution operation aims
to capture the local features of log sequence data at different abstract levels, and finally extract the
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features of the information calculated by different convolution kernels through maximum pooling.

Figure 3: Log Anomaly Detection Module

In order to improve the accuracy of log anomaly detection, we combine the convolution
operation with the Transformer model to form a Transformer model for local information extraction.
Log data is processed by log preprocessing module, log sequence generation module, semantic
embedding module and log anomaly detection module, and finally the probability of normal or
abnormal is obtained.

4. Experiment

4.1 Dataset

We use two data sets collected from real application environments : HDFS(Hadoop Distributed
File System) and BGL(Blue Gene/L Supercomputer). The specific information is shown in Table.
Both data sets are obtained from the large log data set LogHub of the Intelligent Operation and
Maintenance Research Team of the Chinese University of Hong Kong[26].

Table 2: Dataset information

DataSet HDFS BGL

Time Span 38.7 hours 214.7 days

Raw Size 1.47 GB 708.76 MB

Number of logs 11175629 (logs) 4747963 (logs)

Number of abnormal logs 16838 (blocks) 348460 (logs)

The HDFS data set is generated by the HDFS cluster of 203 nodes. During the log generation
process, exceptions are manually identified and marked according to certain rules. Each log record
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associated with block id is marked with a normal or abnormal label, and the log sequence is
segmented according to block id.

The BGL dataset was collected by the Blue Gene/L Supercomputer system of Lawrence Liv-
ermore National Laboratory (LLNL). The log contains abnormal and non-abnormal logs identified
by the ’ - ’ category tag. In the first column of the log, ’ - ’ denotes a non-anomaly log, while the
other logs are exception logs[27].

4.2 Experimental Setups

The experimental development language is Python3.8, using the deep learning framework
Tensorflow 2.4.0 to build the framework, running on the Ubuntu20.04 operating system, and using
GeForce RTX 3090 GPU to accelerate model training.

Log anomaly detection can be regarded as a binary classification problem, so the experiment
uses Precision, Recall and F1-score as evaluation indicators. Precision refers to the proportion of
logs that are actually abnormal in all logs that are identified as abnormal. The recall rate refers to
the proportion of logs that are correctly identified as abnormal in all logs that are actually abnormal
; f1-score is the harmonic mean of precision and recall, which is used to balance the performance
of precision and recall. The specific calculation method is as follows :

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 · 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

4.3 Experimental Results

In order to verify the effect of this method on the log anomaly detection task, different window
sizes and step sizes are selected on the BGL dataset for experiments. The BGL dataset is divided
into 8 : 2, the sliding window sizes are 20 and 10, and the step size is half of the window size.
From the experimental results, it can be seen that the anomaly detection effect of the model under
different sliding windows is stable, indicating that the method in this paper has certain robustness.

Table 3: Experimental Results

Window size Step size Precision Recall F1-score
20 10 0.99 0.98 0.99
10 5 0.98 0.97 0.98

4.4 Ablation Experiment

In this section, the Transformer model of local information extraction is applied to the task of
log sequence anomaly detection, and its effectiveness is verified and analyzed by experiments. The
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HDFS data set is divided into 7 : 3. In the part of log anomaly detection, the convolution layer of
local information extraction and the original Transfromer model are used as the basic model, and
compared with the Transformer model of local information extraction proposed in this paper.

Table 4: Ablation Experiment

Precision Recall F1-score
Conv1D 0.91 1.00 0.95
Transformer 0.81 0.98 0.87
Our Method 0.95 1.00 0.97

The table shows the experimental results of the model on the HDFS data set. When the
anomaly detection model is a convolutional layer, it can effectively extract local information in the
log sequence. This is also due to the fact that the Sentence-BERT model based on sentence vector
can learn rich and complex semantic information, and can well capture the complex relationship
and semantic meaning between texts. When the anomaly detection model is the Transformer model,
it processes the sequence data through the self-attention mechanism. The Transformer model has
obvious advantages in processing long sequences and capturing global dependencies, but it has
some potential limitations in capturing fine-grained local information.

Considering the advantages of the convolutional layer and the Transformer model, we propose
a Transformer model for local information extraction, which combines the local feature recognition
ability of the one-dimensional convolutional layer and the global context understanding ability of
the Transformer model. The experimental results show that our method is effective for log anomaly
detection tasks.

4.5 Comparative experiment

Furthermore, to compare the log anomaly detection performance of our proposed model, we
conducted comparative experiments. Zhang et al. proposed LogRobust[28], an attention-based
Bi-LSTM model framework for log anomaly detection. LogRobust transforms each log statement
within a log sequence into a semantic vector, utilizing the proposed anomaly detection model to
perform log anomaly detection. This model is capable of capturing the contextual information
within log sequences and automatically learning the importance of different logs. LogRobust is
designed to handle noise and dynamic changes in log data, thereby enhancing the robustness of
anomaly detection.

Table 5: Comparative experiment

Precision Recall F1-score
LogRobust 0.88 0.94 0.91
Our Method 0.98 0.97 0.98
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In our research, we conducted experiments to compare our methodology with the LogRobust
approach using the publicly available BGL dataset. The dataset was automatically divided into
a training set and a test set in an 8:2 ratio, utilizing a window size of 10 and a step of 5. The
results are presented in the table. Our method achieved a Precision of 0.98, while LogRobust
recorded a Precision of 0.88, indicating some false positives with the LogRobust approach where it
incorrectly classified certain normal log sequences as anomalies. The experimentation demonstrates
the superior performance of our method in log anomaly detection tasks, showing higher Precision,
Recall, and F1-score. Our approach exhibits better performance in reducing false positives and is
more effective in identifying true anomalies.

5. Conclusion

This paper proposes a Transformer model based on local information extraction, capable
of simultaneously learning the log’s local and global features. It employs simple preprocessing
during the log parsing phase and uses a pre-trained Sentence-BERT model for semantic embedding.
Compared to traditional log parsers and word vector models, this method reduces the impact of
noise and learns richer, more complex semantic information, while requiring fewer parameters and
computational resources. Experimental results demonstrate that our method performs well in log
anomaly detection tasks.

Log anomaly detection, as a crucial aspect of intelligent operation and maintenance, requires
not only the rapid and accurate detection of anomalies but also focuses on understanding the causes
of anomalies and their relationships. This is also the direction we need to explore in the future
research.
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